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Abstract 
This study aims to understand the web risk information seeking intention of end users. Applying 
the risk information seeking and processing model (RISP), this paper examines end users’ web 
risk information seeking intention. Hypotheses are proposed concerning the intention to seek in-
formation about one emerging web risk: cross site scripting. Data were collected from 201 col-
lege students in the southern United States. The results suggest that information insufficiency, 
informational subjective norm, and affective response are positively related to web risk infor-
mation seeking intention. In addition, informational subjective norm and negative affect are posi-
tively related to information insufficiency. Negative affect is determined by perceived vulnerabil-
ity and perceived severity of the web risk. The study proves RISP to be an adequate model to use 
in the web risk context and provides an enriched understanding about users’ intention to seek web 
risk information. 
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Introduction 
Evolved from a mere catalog tool, the web now has become a platform for electronic commerce, 
social networking, entertainment, and much more; however, more aggressive risks appear with 
increasing web functionalities (Waldow & Gorelik, 2009). Many forms of malicious web attacks 
can cause great damage to individuals as well as organizations. According to a security study 

conducted between January 1st, 2006, 
and August 25th, 2010 (WhiteHat Secu-
rity, 2011), the average website has thir-
teen serious unresolved vulnerabilities. 
The worst industries are Information 
Technology, Retail, and Education with 
an average of 24, 17, and 17 serious 
vulnerabilities per website, respectively. 
With these alarming numbers of vulner-
abilities, end users may face the danger 
of disclosing their credit card number, 
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social security number, personal health information, and other private information. To prevent 
potential losses, end users should actively seek information about web risks to learn how to cope 
with them. In this paper, risk is defined as things, forces, or circumstances that pose danger to 
people or to what they value (Stern & Fineberg, 1996). 

Much research has been conducted on end user security. However, there are several gaps that 
need to be addressed. First, there is a paucity of research on users’ web risk information seeking. 
Researchers often focus on attitude towards the risks or protective intention, but this stream of 
research pays little attention to the mechanism that occurs during users’ risk information seeking 
process. Second, most research has targeted traditional security risks such as spyware or viruses 
in email attachments (Dinev & Hu, 2007; Ng, Kankanhalli, & Xu, 2009). New emerging web 
risks have not been investigated. Crimes on the web today are very different from the traditional 
network attacks. The browsers have become increasingly complex with access to more powerful 
scripting tools and external plug-ins, attracting more stealthy attacks (Provos, Rajab, & 
Mavrommatis, 2009). 

The article intends to address one question: What motivates a user to actively seek web risk in-
formation? To answer the question, the study draws from communication research and adapts the 
risk information seeking and processing model (RISP) to predict users’ intention to actively seek 
web risk information. The paper is organized as follows: first, RISP and the new risks on the web 
are detailed. Next, the survey methodology is described and the results are analyzed. Finally, aca-
demic and practical implications of this research are explored. 

Literature Review 

Risk Information Seeking 
The risk information seeking and processing model (RISP) was proposed by Griffin, Dunwoody, 
and Neuwirth (1999). Adapted and synthesized from the Heuristic-Systematic Model (HSM) 
(Eagly & Chaiken, 1993) and the Theory of Planned Behavior (TPB) (Ajzen & Fishbein, 1980), 
the model intends to predict the extent to which a person seeks out the risk information and the 
extent to which he or she will spend time and effort analyzing the risk. The previous risk commu-
nication paradigm adopts a top-down approach; that is, the general public relies on institutions, 
industries, and experts for risk management. The assumption is that people do not have sufficient 
knowledge and capability to judge risks. Therefore, the risk communication messages are based 
on experts’ conceptualization of these risks. The major drawback of this approach is that it ig-
nores the role of the people who are ultimately exposed to the risks. Therefore, the message con-
veying risk information may be incomprehensible to the general public. 

The RISP model adopts a bottom-up approach that indicates that the information providers should 
take into consideration the general public’s information needs and perception. People are more 
likely to seek and process information when the information is perceived as important, useful, and 
relevant. Rather than asking how messages may influence people, the bottom-up approach focus-
es on how people evaluate risks, make reasonable choices, and develop changes in their attitude 
and behaviors. Crafted this way, messages communicating risks may produce a more profound 
effect on people’s risk-related attitude and behavior. 

The RISP model posits that a person’s risk information seeking intention or behavior is affected 
by information sufficiency, perceived information gathering capacity, and relevant channel belief 
(Griffin et al., 1999). The concept of information sufficiency follows the HSM’s assumption of 
validity seeking motive and describes the confidence that one wants to have in one’s knowledge 
about a risk will affect the risk information seeking intention. Perceived information gathering 
capacity reflects one’s perceived ability to gather and locate relevant risk information. Relevant 
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channel beliefs relate to the individual’s trust and perceived usefulness about the information 
source that delivers the message. People can get Internet risk information from multiple channels, 
including newspaper, magazines, websites, social media, and other people. The beliefs about each 
media channel will be formed based on the perceived quality of information of each channel as 
well as the search cost. However, this portion of the model is still exploratory (Griffin et al., 
2006). 

Another notable RISP component is informational subjective norms, which originates from 
Ajzen’s (1991) concept of subjective norm in theory of planned behavior (TPB). The informa-
tional subjective norms refer to the perceived social influences affecting one’s perception about 
the knowledge he or she should have. RISP proposes that the informational subjective norms will 
affect the information sufficiency. An additional TPB component used in the RISP model is per-
ceived behavioral control, which is labeled as perceived information gathering capacity. 

The RISP model also incorporates perceived hazard characteristics and affective responses to 
risk. Risk judgment is considered multidimensional and includes several hazard characteristics 
such as risk severity, risk vulnerability, risk immediacy, and risk benefits. In the RISP model, 
perceived hazard characteristics affect affective responses. Emotional aspects of risk perception 
such as worry, fear, dread, or outrage are strongly related to perceived hazard characteristics 
(Witte, 1992). Affective responses also affect the judgmental confidence and motivate infor-
mation seeking and processing more than the cognitive component of risk perception. 

Scholars have applied this model in investigating industrial risks (Huurne & Gutteling, 2005; B. 
B. Johnson, 2005), environmental risks (Kahlor, 2007; Kahlor, Dunwoody, Griffin, & Neuwirth, 
2006), and food risks (Kuttschreuter, 2006), and the support for the model has been quite strong. 
Recently the robustness of the RISP model has been validated by two ways: a report of a compar-
ative analysis across five risks and a review of literature that has utilized at least some of the 
RISP model (Griffin, Dunwood, & Yang, 2012). However, current research has not incorporated 
this model to explain web risk information seeking behavior. Much research has explored users’ 
perception of online risks and how it may influence their behavior on the Internet; how users seek 
web risk information remains to be studied. 

Risks on the Web 
The web is a very open platform, where new technologies enable a combination of content and 
services from multiple sources. Users today expect the web to be sophisticated, functional, and 
easy to navigate. However, the complex architecture of the web also leads to new types of vulner-
abilities. Most browsers tolerate malformed inputs so attacks may succeed despite appearing ab-
normal. For example, SQL injection occurs when a database query is inserted into a web form 
input box to gain access to data or make changes to the data. In addition, browser cookies, the 
mechanism for storing user or session information, are susceptible to theft, forgery, and hijacking. 
Common website vulnerabilities include cross site scripting (XSS), information leakage, content 
spoofing, and SQL injection. Among all the vulnerabilities, cross-site scripting is the most preva-
lent website vulnerability, identified in over 71% of all websites (Grossman, 2010). This study 
will focus on XSS. 

Cross-site scripting was first reported in an advisory from Carnegie-Mellon University’s CERT 
Coordination Center (CERT, 2000), XSS is an attack in which scripting code is injected into the 
web pages generated by web applications. This potentially malicious code executes in a user’s 
browser when the page is accessed. According to Grossman (2010) there are two types of XSS 
attacks: persistent XSS attacks and non-persistent XSS attacks. In a persistent attack, hackers 
submit XSS exploit code as part of a free-form text input such as a comment or a product review. 
The actual attack happens when a future visitor requests to view this text. Rather than being dis-
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played to the visitor, as would the text of a traditional comment or review, the script code (re-
ferred to as the “payload”) is executed, often without the visitor even being aware of its execu-
tion. In a non-persistent attack, the exploit code is not stored persistently on a web site. Instead, it 
is encoded as part of the universal resource locator (URL) used to access a dynamically created 
page. When the page is accessed, the script payload is rendered along with the page and the script 
code is executed. XSS infected URLs can be distributed through email messages, discussion 
board posts, or any number of other media channels. 

Most types of conventional security measures such as firewalls, virus protection software, and 
intrusion detection systems cannot do much to detect or protect against XSS attacks. These at-
tacks do not require a web application developer to be intentionally malicious and often exploit 
otherwise trustworthy web sites. The attacks are enabled by web application developers’ lack of 
security awareness or programming mistakes. To prevent XSS attacks, developers need to per-
form solid data input validation on user-submitted content and only accept expected characters in 
the appropriate data format. 

Many companies have been victims of XSS worms. In 2005, MySpace was hit by an XSS worm 
which infected over one million users’ profiles within 20 hours of the initial infection. MySpace 
was forced to shut down to fix the problem after two days. Twitter has suffered from four variants 
of an XSS attack, hijacking users’ account and advertising the hacker’s website by posting tweets 
on behalf of account holders. 

Hypothesis Development 
Based on the RISP model, a web risk information seeking and processing model is proposed in 
Figure 1. Two components, informational subjective and perceived information gathering ability, 
are maintained in full from the original RISP model. Affective response is relabeled as negative 
affect since the emotional reactions towards risks are mainly negative. In this paper, information 
insufficiency is used instead of information sufficiency to clearly indicate the gap between de-

 

Figure 1: Research model 

 



 Zhang, Pavur, York, & Amos 

 5 

sired confidence and perceived confidence in one’s knowledge about risk. For the component 
perceived hazards characteristics, two dimensions of risk perception are examined: perceived se-
verity and perceived vulnerability. The component perceived channel belief is not included since 
the portion of the model is still exploratory (Griffin et al., 2006). The dependent variable web risk 
information seeking intention is defined as individuals’ intention to seek information about web 
risks. 

Information Insufficiency 
Information insufficiency is defined as the perceived size of the gap between the information held 
and information needed that will affect the information seeking behavior about a certain risk 
(Kahlor, 2007). As a central concept in RISP, it suggests that each individual has a different 
quantity of information requirements that he or she considers as necessary to deal with a risk. The 
concept originates from Eagly and Chaiken’s (1993) notion of “sufficiency threshold”. Eagly and 
Chaiken (1993) defined sufficiency threshold as the receiver’s desired level of confidence about a 
risk. The receivers are often guided by the principle of least effort. That is, they often exert as 
little effort as necessary to close the gap between the actual and desired level of confidence. 
Therefore, as the discrepancy between the actual and desired level of confidence grows, motiva-
tions on active information seeking increase. 

Previous studies show that users often have misconceptions of web security, including those who 
work in high-technology communities (Friedman, Hurley, Howe, Felten, & Nissenbaum, 2002). 
Users often have an incomplete or incorrect understanding of various web security technologies 
(Furnell & Karweni, 1999). They have tried to educate themselves regarding web security but 
with mixed results, largely due to the technical difficulties of the subject (Flinn & Lumsden, 
2005). It is argued, however, that a user will be motivated to seek more information about web 
risks when they perceive a need for more information. Recent research finds that information in-
sufficiency is related to information seeking (Kahlor, Dunwoody, Griffin, Neuwirth, & Giese, 
2003). Thus: 

H1:  Information insufficiency is positively related to web risk information seeking intention. 

Informational Subjective Norm 
Originating from the concept of subjective norm (Ajzen & Fishbein, 1980), informational subjec-
tive norm refers to perceived social influence motivating the desire to be informed about a certain 
risk. According to the model of planned behavior, the best predictors of people’s behavior are 
determined by two variables: individuals’ own attitude towards the behavior and individuals’ per-
ception of how other people want them to behave. People tend to conform to the social pressure 
of what is expected from them. Therefore, web risk information seeking may have a social com-
ponent. Through shared cognition, individuals may believe the security knowledge is important if 
their peers believe so. In addition, individuals prefer to ensure the favorable evaluation of them-
selves and satisfactory reactions from others. Being a victim of security breach or identify theft 
will bring embarrassment, which plays an important role in security-related behavior. Recent re-
search finds that that subjective norm is influential in users’ intention to engage in protective be-
havior (Anderson & Agarwal, 2010; Herath & Rao, 2009). 

In the context of web risk information seeking, if a person’s family and friends think that seeking 
knowledge about a risk is important, it will increase his or her desire to obtain information. The 
subjective norms may make people feel their information on the web risks is insufficient and 
drive them to actively seek and accumulate information pertaining to these risks. Studies have 
reported that the subjects reported a larger gap between the knowledge they had about the risk 
and the amount of knowledge that they felt was sufficient when others expect them to be in-
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formed about a risk (Griffin et al., 1999; Kahlor, 2007; Lerner & Kelner, 2000). Therefore, the 
following hypotheses are proposed: 

H2:  Informational subjective norm is positively related to web risk information seeking inten-
tion. 

H3:  Informational subjective norm is positively related to information insufficiency. 

Negative Affect 
Affect has been incorporated into people’s judgment and decision making (Lerner & Kelner, 
2000; Loewenstein, Weber, Hsee, & Welch, 2001). Emotional reactions to risks are often differ-
ent from the cognitive evaluations of the risks. Affective response is more rapid and basic than 
cognitive evaluations, providing a fast and rough assessment. Affect can also influence cognitive 
processing. For example, participants who are induced to feel negative affect consistently made 
more pessimistic estimates about a certain risk than others who were induced to feel positive af-
fect (E. Johnson & Tversky, 1983). 

When it comes to web security issues, the common affect people experience are negative emo-
tions such as fear, worry, anger, anxiety, and frustration. Negative affect is defined as a dimen-
sion of subjective distress and unpleasant engagement that includes a variety of aversive mood 
states, such as worry, anger, fear, disgust, and other moods (Watson, Clark, & Tellegen, 1988). 
Negative affect could increase the relevance of the message and produce behavior change con-
sistently. Many studies have found a significant relationship between negative affect and compli-
ance with the recommended action (Sutton, 1982; Zhang & McDowell, 2009). A recent study 
finds that fear appeal impacts end user behavioral intentions to comply with recommended securi-
ty guidelines (E. Johnson & Tversky, 1983). According to RISP, negative affect such as worries 
and fear could make people feel inadequate about their knowledge about the risks and motivate 
people to seek more information. Therefore, the following hypotheses are proposed: 

H4:  Negative affect is positively related to information insufficiency. 

H5:  Negative affect is positively related to web risk information seeking intention. 

Perceived Information Gathering Capacity 
Perceived information gathering capacity refers to one’s perceived ability to perform the infor-
mation seeking steps for the desired outcome, especially when the outcome requires effort and 
non-routine information gathering (Griffin et al., 1999). Seeking information about web risk re-
quires information gathering. For example, to learn about a new web risk, an individual needs to 
be actively involved and gather information from different channels, such as talking with experts, 
researching on the Internet, and reading security news and reports. A person capable of gathering 
risk information is likely to spend more efforts and persistence on seeking risk information. 
Higher levels of perceived capacity may lead individuals to approach a task, whereas lower levels 
of perceived capacity may lead individuals to avoid it. Huurne (2008) found that perceived in-
formation-gathering capacity is positively associated with information seeking and negative asso-
ciated with information avoidance. Thus: 

H6:  Perceived information gathering capacity is positively related to web risk information seek-
ing intention. 

Perceived Hazard Characteristics 
RISP posits that the perceived hazard characteristics have multiple components. This study will 
focus on two components: perceived severity of the threat and perceived vulnerability of the 
threat. Perceived severity assesses how severe a person believes a threat will be to his or her life. 
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The more serious a person perceives a risk to be, the more likely he or she will experience nega-
tive emotions such as fear and anxiety. Web users develop a perception of threat after assessing 
problems in their computing environment. If they do not perceive a threat as severe, then they 
will not feel negative affect. 

Perceived vulnerability concerns the susceptibility a person has to a threat. Even severe threats 
may be ignored if people think they are not vulnerable to them. People tend to believe that they 
are less vulnerable to risks than others. For example, most people believe they are better than the 
average driver and that they will live longer than average life expectancy (Slovic, Fischhoff, & 
Lichtenstein, 1986). Therefore it is not surprising to find that people perceive themselves at less 
risk of computer vulnerability than others. Users believe that only people with important infor-
mation or people who have annoyed the attackers should be concerned with any computer risks 
(Weirich & Sasse, 2001). It is expected, however, that those individuals who do have a high de-
gree of perceived vulnerability will be more likely to have negative emotions towards the risks. 
Previous research has shown that perceived vulnerability and perceived severity are positively 
related to perceived threat and protective intention (Lee &Larsen, 2009; Liang & Xue, 2010). 
Therefore, the following hypotheses are proposed: 

H7:  Perceived severity of the threat is positively related to negative affect. 

H8:  Perceived vulnerability of the threat is positively related to negative affect. 

Methodology 
The research model was tested with data obtained using an online survey instrument from stu-
dents in two universities in southern United States. The authors have obtained the approval of the 
institutions’ IRB for the study and the participants gave written informed consent. All students 
are business undergraduate students enrolled in senior-level business classes such as information 
systems management, healthcare marketing, operation management, and system analysis and de-
sign. They were given extra credit for taking the survey. The student sample was deemed appro-
priate since the study focuses on information seeking on the web and students, in general, tend to 
be the most active web users. Researchers have used student samples for theory testing (Lopes & 
Galletta, 2006), which fits the purpose of this study. In addition, as indicated in a previous study 
(Wang & Wallendorf, 2006), the decision-making processes of students are consistent with that 
of other populations. The students were presented an excerpt about XSS from a report by 
WhiteHat (2011). The article is about a page long with 599 words. Then they were asked to an-
swer the questions of the survey. A total of 201 completed responses were used. Among them, 
49.5% of them were males and 50.5% of them were females. 81% of them were between 20 to 29 
years old. 68% of them had work experience.  

All survey items were borrowed or adapted from existing scales. All constructs are measured in 
Likert or semantic scales except information insufficiency. Information insufficiency is measured 
by two items. One is current knowledge: “Rate your current knowledge about XSS on a scale of 0 
to 100 where zero means knowing nothing and 100 means knowing everything you could possi-
bly know about this topic.” The other one is sufficiency threshold: “Think of that same scale 
again. This time we would like you to estimate how much knowledge you would need to achieve 
a comfortable understanding of XSS. You might feel you need the same, more, or possibly even 
less information about the topic. Using a scale of zero to 100, how much information would be 
sufficient for you?” Information insufficiency can be obtained by subtracting the current 
knowledge score from the sufficiency threshold score for each individual. However, this proce-
dure can multiply reliability problems and suffer from ceiling effects. Consistent with previous 
studies (Kahlor et al., 2003; Yang et al., 2010), the second item was used to evaluate the impact 
of information insufficiency while controlling for current knowledge.  
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Negative affect is measured by six items using a semantic scale ranging from -2 to +2. Items in-
clude “anxious–comfortable,” “tense – content” and “worried – at ease.” The scale is recoded 
where 5 represents the most negative mood and 1 represents the most positive mood. All other 
constructs are measured by Likert scales ranging from 1 to 5. Informational subjective norm is 
measured by four items. One example item is “The people I spent most of my time with are likely 
to seek information related to XSS.” Perceived vulnerability, perceived severity, and perceived 
information gathering capacity are measured by three items each. The dependent variable was 
measured by three items: “I plan to seek more information about XSS in the future”, “I intend to 
find out more about XSS,” and “In the future, I will try to seek as much information as I can 
about XSS.” All items, along with their descriptive statistics are listed in the Appendix  

Results 
Partial Least Squares (PLS), specifically SmartPLS 2.0 (Ringle, Wende, & Will, 2005), was used 
to assess the psychometric properties of the measurement model and to test the hypotheses. Uti-
lizing a component-based approach, PLS is designed to not only explain the variances, i.e., to 
examine the significance of the relationships and variance explained, such as in linear regression, 
but also to simultaneously model the structural paths and measurement paths (Gefen, Straub, & 
Boudreau, 2000). PLS was chosen over covariance-based Structural Equation Modeling for two 
reasons. First, it is not contingent upon the data having multivariate normal distributions and in-
terval nature (Fornell & Bookstein, 1982), which makes PLS suitable for handling variable such 
as information insufficiency. Second, it is appropriate for testing theories in the early stages of 
development (Fornell & Bookstein, 1982). Although RISP has been tested in other fields, it is a 
relatively new theory in the context of web risk. According to Gefen, Rigdon, and Straub (2011), 
substantive reasons for using PLS include exploratory research objectives and ensuring conver-
gence. 

Assessment of Measurement Model 
The adequacy of measurement model can be demonstrated through measures of convergent and 
discriminant validity. Discriminant validity of the constructs were assessed by two criteria: 1) 
each item should have a higher loading on its hypothesized construct than on other constructs and 
2) the square root of each construct’s average variance explained should be higher than its corre-
lation with other constructs. Table 1 shows the factor loading and cross-loading results from a 
principal component factor analysis. Items do have much higher self-loadings than cross loadings. 
Then the square root of the AVE of a construct is compared with its correlation. As Table 2 indi-
cates, the AVE’s square root is greater than the cross correlations among the constructs. The con-
struct “information insufficiency” is not included since it is measured by one item. Convergent 
validity is assessed by composite reliability of constructs and variance extracted. Table 1 provides 
reliability results. The data shows that the constructs demonstrate satisfactory internal reliability. 
The composite reliabilities range from 0.75 to 0.98, which exceeds the recommended value of 
0.70 (Gefen et al., 2000). The average variance extracted (AVEs) are above 0.5, as recommended 
by Fornell and Larcker (1981). 
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Table 1: Cross-loading of the constructs, composite reliability and AVE 

Item Severity 
Info 

Seeking 
Info 

Gathering 
Negative 

Affect 
Subjective 

Norm Vulnerability 

Severity1 0.85 0.45 0.31 0.31 0.42 0.54 

Severity2 0.89 0.43 0.22 0.27 0.42 0.49 

Severity3 0.79 0.38 0.39 0.35 0.37 0.43 

InfoGather1 0.23 0.27 0.78 0.13 0.38 0.21 

InfoGather3 0.28 0.26 0.83 0.10 0.46 0.20 

InfoGather4 0.32 0.28 0.86 0.13 0.39 0.25 

InfoSeek1 0.47 0.98 0.34 0.41 0.58 0.41 

InfoSeek2 0.48 0.98 0.35 0.42 0.55 0.40 

InfoSeek3 0.49 0.96 0.32 0.42 0.57 0.33 

NegaAffect1 0.37 0.39 0.20 0.89 0.34 0.36 

NegaAffect2 0.30 0.38 0.15 0.91 0.31 0.36 

NegaAffect3 0.29 0.37 0.18 0.87 0.31 0.33 

NegaAffect4 0.37 0.39 0.28 0.87 0.36 0.44 

NegaAffect5 0.28 0.33 0.16 0.84 0.25 0.33 

SubNorm1 0.37 0.49 0.44 0.33 0.80 0.34 

SubNorm2 0.42 0.47 0.45 0.30 0.86 0.39 

SubNorm3 0.46 0.52 0.42 0.31 0.81 0.43 

SubNorm4 0.30 0.42 0.40 0.22 0.80 0.24 

Vulnerability1 0.49 0.37 0.26 0.43 0.36 0.91 

Vulnerability2 0.52 0.35 0.32 0.33 0.40 0.91 

Vulnerability3 0.59 0.35 0.29 0.37 0.43 0.92 

AVE 0.71 0.95 0.51 0.77 0.67 0.84 

Composite  
reliability 

0.88 0.98 0.75 0.94 0.89 0.88 
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Table 2: Discriminant validity of the constructs 

Construct 1 2 3 4 5 6 

Perceived severity 0.84      

Negative affect 0.37 0.88     

Perceived info. gathering capacity 0.37 0.22 0.71    

Information seeking intention 0.50 0.43 0.35 0.97   

Informal subjective norm 0.48 0.36 0.52 0.58 0.82  

Perceived vulnerability 0.58 0.42 0.31 0.39 0.43 0.91 

Note: The diagonal elements represents square root of AVE 

Assessment of Structural Model 
With adequate measurement model, the hypotheses were tested by examining the structural mod-
el. The PLS algorithm and the bootstrapping re-sampling methods were used with the 201 cases, 
and 1000 re-samples were used to estimate the model. Figure 2 shows the results. The model ac-
counts for 43% of variance in information seeking intention, 17% of variance in information in-
sufficiency, and 20% of variance in negative affect. According to Chin (1998), R2 values of 0.67, 
0.33, or 0.19 for endogenous latent variables are described as substantial, moderate, or weak. 
Therefore, the variance explained in information seeking intention can be described as moderate 
while the variances of negative affect and information insufficiency can be described as being 
weak. 

 
Figure 2: Model testing results 

As hypothesized, information insufficiency (b=0.21, p<0.01) and informational subjective norm 
(b=0.45, p<0.01) are positively related to web risk information seeking intention, providing sup-
port for H1 and H2. Sufficient support is found for H3 (b=0.32, p<0.01), which hypothesized that 
informational subjective norm is positively related to information insufficiency. There is a signif-

** p<0.01 

   *p<0.05 
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icant relationship between negative effect and information insufficiency (b=0.17, p<0.05). There-
fore H4 is supported. Negative affect has a significant relationship with information seeking in-
tention (b=0.19, p<0.01), lending support to H5. The results do not reveal any significant rela-
tionship between perceived information gathering capacity and web risk information seeking in-
tention. Therefore H6 is rejected. Negative affect is significantly determined by perceived severi-
ty (b=0.19, p<0.05) and perceived vulnerability (b=0.31, p<0.01). Thus, H7 and H8 are both sup-
ported. Table 3 summarizes the results of the study. 

Table 3: Summary of results 

Path Coefficient Std. Error Result 

Information insufficiency  intention 0.2034 0.0658 Supported 

Informational subjective norm  intention 0.4469 0.0687 Supported 

Informational subjective norm  information insufficiency 0.3162 0.0765 Supported 

Negative affect  information insufficiency 0.1741 0.0805 Supported 

Negative affect  intention 0.1935 0.0691 Supported 

Perceived information gathering capacity  intention 0.0453 0.0648 Rejected 

Perceived severity of the threat  negative affect. 0.1934 0.0991 Supported 

Perceived vulnerability of the threat  negative affect 0.3065 0.0795 Supported 
 

The PLS structural model is mainly evaluated by Goodness-of-Fit (GoF) (Tenenhaus, Esposito 
Vinzi, Chatelin, & Lauro, 2005) and by using the Stone-Geisser Q-square test for predictive rele-
vance (Geisser, 1975; Stone, 1974). Goodness-of-Fit (GoF) (Tenenhaus et al., 2005) was em-
ployed to judge the overall fit of the model. GoF, calculated as the geometric mean of the average 
communality and the average R2, representing an index for validating the PLS model globally. 
For this model, the GoF is 0.43 which exceeds the cut-off value of 0.36 and shows that the model 
performs well (Wetzels, Odekerken-Schröder, & van Oppen, 2009). 

The Q-squares statistics measure the predictive relevance of the model by reproducing the ob-
served values by the model itself and its parameter estimates. When estimating Q square, blind-
folding procedure ignores a part of the data for a particular block during parameter estimation (a 
block of indicators is the set of measures for a construct). The ignored data part is then estimated 
using the estimated parameters, and the procedure is repeated until every data point has been ig-
nored and estimated (Chin, 1998). In PLS, one type of Q-squares statistics is cross-validated re-
dundancy. The cross-validated redundancy measures the capacity of the path model to predict the 
endogenous manifest variables indirectly from a prediction of their own latent variable using the 
related structural relation by cross-validation (Tenenhaus et al., 2005). The cross-validated redun-
dancy measure can be a reliable measure of the predictive relevance of the model investigated 
(Fornell & Cha, 1994). If the redundant communality was found to be larger than 0 for all the 
endogenous variables, the model is considered to have predictive validity, otherwise, the predic-
tive relevance of the model cannot be concluded (Fornell & Cha, 1994). The results of our model 
indicate that the cross-validated redundancies for information seeking intention, negative affect, 
and information insufficiency were respectively 0.39, 0.15, and 0.18. Thus the predictive validity 
of the used model was established. 
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Discussion 
Overall the study shows that the RISP model can be applied in a web risk information seeking 
context. The model proposes four predictors of web risk information seeking intention: infor-
mation insufficiency (H1), informational subjective norm (H2), negative affect (H5), and per-
ceived information gathering capacity (H7). The results reveal that there is a strong relationship 
between information insufficiency and web risk information seeking intention. The larger the 
knowledge gap a person perceives, the stronger the intention of information seeking. The results 
also support the hypothesis that informational subjective norm is positively related to web risk 
information seeking intention. The social pressure to stay on top of web risks, such as XSS, moti-
vates people to acquire knowledge about them. Negative affect is also significantly related to in-
formation seeking intention. The more negative emotion people experience, the stronger their 
information seeking intentions are. There is no significant relationship between perceived infor-
mation gathering capacity and web risk information seeking intention. In this study, the partici-
pants perceived themselves capable of gathering information about XSS (mean =3.21), but that 
does not lead to higher likelihood of web risk information seeking. 

This study also hypothesizes that informational subjective norm (H3) and negative affect (H4) are 
significantly related to information insufficiency. H3 is supported. The social pressure to be in-
formed about the web risks increases the need for information. It should be noted, however, us-
ers’ higher need for information does not imply that they are less knowledgeable about security 
issue. Interestingly, the two items measuring current knowledge and information insufficiency 
have a significant positive correlation. In other words, the people who rate themselves as having 
higher levels of knowledge about XSS also perceive higher need to acquire more information. 
There is also a significant relationship between negative affect and information insufficiency. 
Strong negative emotions experienced by an individual lead to larger perceived information insuf-
ficiency. Perceived severity (H7) and perceived vulnerability (H8) are hypothesized to be related 
to negative affect. Both hypotheses are supported. Negative emotions are aroused by the per-
ceived susceptibility and severity levels of XSS.  

Theoretical Implications 
This study makes important contributions to the behavioral issues of seeking web risks. This is 
the first study drawing on RISP, providing empirical support for the cognitive process of a user’s 
web risk seeking. As a relatively new model, RISP serves as a satisfactory model in the new con-
text. First, the model highlights the cognitive mechanisms that occur during the web risk seeking. 
In particular, the results demonstrate that the information insufficiency strongly relates to web 
risk information seeking intention. The study also investigates the role of affective response on 
shaping a user’s intention in seeking web risks. From the affective perspective, the results show 
that greater levels of perceived vulnerability and severity substantially increase emotions, which 
also impacts risk information seeking intention. This finding highlights the roles that affect, along 
with cognition, plays in an individual’s desire to seek out risk information to alleviate risk percep-
tion. Finally, model testing highlights the importance of social norms for facilitating risk infor-
mation seeking. This study extends research on social norms and shows that its robustness even 
extends to behaviors such as risk information seeking in a web context. In summary, as a bottom-
up approach, RISP supports the notion that users’ needs and perceptions should be taken into 
consideration along with social factors in modeling web risk information seeking intention. 

Practical Implications 
In practical terms, the results provide an enriched understanding of why users seek web risk in-
formation. The finding that informational subjective norm has a strong positive relationship with 
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information seeking highlights the importance of a strong organizational security culture. When 
employees feel the social pressure from other people for keeping updated with the security 
knowledge, they will be more likely to do so.  

The model also suggests that affective response is related to information seeking intention. In or-
der to motivate users to seek web risk information, the reports conveying those risks need to be 
presented in a way that appeals emotionally to the audience. When the audience feels emotional 
anxiety and fear after receiving the message, they are more likely to feel that their knowledge is 
inadequate. The risk-as-feeling hypothesis (Loewenstein et al., 2001) states that people respond to 
risks based on their emotional influences. In addition, for the messages conveyed in the articles to 
be emotionally appealing, they should be easily interpretable. Users may get confused if they en-
counter technical terms and eventually give up any further attempts at understanding the messag-
es. Currently the majority of articles on XSS focus on the technical dimensions of the risk with 
software developers as the target audience. Without having end users as the target audience, these 
articles will not be considered relevant and useful. It is imperative to implement an end user 
based approach to web risk communication.  

The participants had a low level of knowledge on web risks such as XSS. In this study, the cur-
rent perceived knowledge is 33 on a 100 scale indicating that participants knew very little about 
XSS. It is imperative that individuals raise their level of awareness pertaining to these emerging 
risks since calls for protective action are dependent on end-users’ awareness. End users’ blindness 
to emerging web risks delays the implementation of protective actions, further confounding the 
security risk. Online companies, social advocacy groups, and educational institutions should allo-
cate enough time to develop training courses for end users. Well-designed security courses can 
effectively raise end users’ awareness and assist in speeding up the development of counterac-
tions for addressing web security risks. Online games have been proven successful in teaching 
users to identify fraudulent websites and avoid phishing attack (Sheng et al., 2007).  

There are several limitations of the study. First, the sample consists of a convenience sample of 
undergraduate business students. While previous research has demonstrated the value of student 
samples for affirming propositions about specific independent and dependent variables in specific 
circumstances, limitations exist pertaining to the generalizability of the results to other cohorts 
(Gordon, Slade, & Schmitt, 1987). Future studies using non-student samples may yield different 
results. Second, causal inferences cannot be drawn due to the cross-sectional survey data. Exper-
iments could be utilized in future studies to rigorously test the proposed model. Third, the study 
did not investigate the role of self-efficacy in information seeking. More research is needed in 
examining how self-efficacy may affect the risk perceptions, affective response and information 
seeking intention.  
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Appendix: Descriptive Statistics 
Factor Mean STD Source 

Negative affect: when I read articles like this, I feel _____ 
(scale was recoded and inverted: +2  1 to -2  5)     

Huurne 
(2008) 

Anxious(-2) -- Comfortable (+2) 3.06 0.97 

Tense (-2) -- Content (+2) 3.13 1.06 

Angry (-2) -- Calm(+2) 3.27  1.11 

Worried (-2) -- At ease (+2) 3.19 0.94 

Afraid (-2) -- Bold (+2) 2.90 1.11 

Informational Subjective Norm (5=Strongly agree , 1=Strongly 
disagree)     

Kahlor 
(2007) 

The people I spent most of my time with are likely to seek infor-
mation related to XSS. 2.82 0.96 

I am expected to be knowledgeable about this topic. 3.07 1.04 

Seeking information about XSS is likely to give me something to talk 
about with others. 3.12 1.05 

Most people who are important to me think I should stay on top of 
information about the topic. 2.56 1.05 

Perceived Vulnerability (5=Strongly agree , 1=Strongly disagree)     

Ng et al. 
(2009) 

I am likely to visit a website infected by XSS.  3.15 0.97 

There is a good possibility that I will be a victim of XSS.  3.21 1.10 

The chances of me being a victim of XSS are high.  3.13 0.98 

Perceived Information Gathering Capacity (5=Strongly agree , 
1=Strongly disagree)     Johnson 

(2005) 
If I wanted to, I could easily get all the information I need about XSS.  3.43 0.97 

http://www.whitehatsec.com/home/resource/stats.html
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Factor Mean STD Source 

I would know where to go for more information.  2.37 0.86 

I would know what questions to ask of the experts about XSS.  3.17 1.00 

Perceived Severity (5=Strongly agree , 1=Strongly disagree)     

Ng et al. 
(2009) 

Losing my sensitive information as a result of visiting an XSS infect-
ed website is a serious problem for me.  3.19 1.14 

Being directed to a fraudulent website due to XSS is a serious prob-
lem for me.  3.67 1.25 

If I lose my sensitive information, my daily life could be negatively 
impacted.  4.01 0.92 

Current Knowledge   

Johnson 
(2005) 

Rate your current knowledge about XSS on a scale of 0 to 100 where 
zero means knowing nothing and 100 means knowing everything you 
could possibly know about this topic. 

33.10 24.96 

Information insufficiency   

Think of that same scale again. This time we would like you to esti-
mate how much knowledge you would need to achieve a comfortable 
understanding of XSS. You might feel you need the same, more, or 
possibly even less information about the topic. Using a scale of zero 
to 100, how much information would be sufficient for you? 

69.20 19.29 

Web risk information seeking intention (5=Strongly agree , 
1=Strongly disagree)   

Kahlor  
(2007) 

I plan to seek more information about XSS in the future. 3.37 0.97 

I intend to find out more about XSS.  3.36 0.95 

In the future, I will try to seek as much information as I can about 
XSS. 3.25 0.93 
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