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ABSTRACT 
Aim/Purpose The aim of  this paper is to propose an ensemble learners based classification 

model for classification clickbaits from genuine article headlines. 

Background Clickbaits are online articles with deliberately designed misleading titles for luring 
more and more readers to open the intended web page. Clickbaits are used to 
tempted visitors to click on a particular link either to monetize the landing page 
or to spread the false news for sensationalization. The presence of  clickbaits on 
any news aggregator portal may lead to an unpleasant experience for readers. 
Therefore, it is essential to distinguish clickbaits from authentic headlines to mit-
igate their impact on readers’ perception. 

Methodology A total of  one hundred thousand article headlines are collected from news ag-
gregator sites consists of  clickbaits and authentic news headlines. The collected 
data samples are divided into five training sets of  balanced and unbalanced data. 
The natural language processing techniques are used to extract 19 manually se-
lected features from article headlines.  

Contribution Three ensemble learning techniques including bagging, boosting, and random 
forests are used to design a classifier model for classifying a given headline into 
the clickbait or non-clickbait. The performances of  learners are evaluated using 
accuracy, precision, recall, and F-measures. 

Findings It is observed that the random forest classifier detects clickbaits better than the 
other classifiers with an accuracy of  91.16 %, a total precision, recall, and f-
measure of  91 %. 
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INTRODUCTION 

The availability of  news on the internet can be considered both a boon and a bane. As a boon, it 
provides us with the opportunity to access worldwide happenings just at the click of  a button or the 
press of  a key. But, as a bane, the availability of  news on the internet has created a frenzy among var-
ious websites to earn more income. Clickbaits (Hamblin, 2014; Hoffmann, 2017) are “articles on the 
internet with content whose primary purpose is to attract attention and encourage visitors to click on 
a link to a particular webpage” (Zimdars, 2016). 

“A clickbait is usually a headline designed to make readers want to click on hyperlinks especially when 
the links lead to the content of  dubious value or interest” (Clictbait, 2018). Clickbaits are mainly used 
to withhold information intentionally from the readers. They make individuals considerably more 
inquisitive by giving them something they know a tad bit about, yet not all that much. This leads to a 
curiosity gap in the minds of  the readers. George Loewenstein (1994) has explained this as the in-
formation gap theory of  curiosity. He defines curiosity as the intrinsic human behavior that is acti-
vated when people feel there is a gap between what they know and what they need to know. It is stat-
ed in Loewenstein (1994) that theory views curiosity as emerging at the point when consideration 
gets to be centered around a gap in one’s information. Such information gaps produce the feeling of  
deprivation called curiosity. The inquisitive individual is inspired to get the missing data to diminish 
or eliminate the curiosity.  Clickbaits(Chen, Conroy, & Rubin, 2015) create this gap in the mind of  
the readers by using words that tend to lure the reader into opening the link. Some organizations 
purportedly depend for the most part on clickbait for their traffic. 

Most clickbaits fail on their promise of  delivering an intriguing story on the web page it points to 
(Agrawal, 2016), thus, disappointing the reader. Words commanding authority are generally used in 
clickbaits to assure the reader that the article has to be shown as genuine and not made-up (Blom & 
Hansen, 2015). Since the headlines consist of  words used in such a manner to create an enormous 
enticing impact on the readers, natural language processing techniques can help in extracting the fea-
tures of  those clickbaits and then we can use classifiers to categorize any given phrase. 

The thing with clickbaits is that most people are frequently mindful of  this manipulation, but it ap-
pears in various forms and requires a lot of  efforts. It is stated in Potthast, Köpsel, Stein, and Hagen, 
(2016) that this has a considerable measure to do with emotion and the part it plays in our daily deci-
sion-making processes. Emotional arousal, or the level of  physical reaction you have to a feeling, is a 
key ingredient in clicking behaviors. Another reason stated in Potthast et al. (2016) as to why 
clickbaits work is the anticipation of  pleasure in humans. Reading a clickbait headline, which promis-
es some reward of  cute pictures, or anything of  that sort, itself  creates a sort of  pleasure in humans 
which makes them go on and click on the link. The headline itself  is said to give pleasure even before 
the web page opens.  

A clickbait ordinarily has a few of  the accompanying qualities as stated in Hurst (2016), an eye-
catching and convincing feature, effectively funny or memorable images or videos, humorous tone or 
offers firmly to a particular emotion, and intended to encourage social sharing. 

The remaining of  this paper is organized under the following sections. In the next section the related 
work done for detection of  clickbait is discussed. The third section presents the methodology adopt-
ed to carry out the present work and described the preparation of  training and testing datasets using 
the different features extracted from article headlines along with the classifiers used in this work. In 
the Learning Approaches section various measures used for evaluating the performance of  learners 
are described in brief, followed by discussion of  the experimental results. Lastly, the paper is con-
cluded with some suggested future work. 
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RELATED WORK  
In this section previously reported work on clickbait detection is discussed in brief. In El-Arini and 
Tang (2014) an initial survey was conducted to know about the readers’ preference regarding the type 
of  contents to read, and it found that 80% of  the time individuals favored article headline features 
that helped them choose if  they wanted to peruse the full article before navigating away. In Vijgen 
(2014) articles with “listicles” are studied. The homogenous structures of  the titles of  these listicles 
are similar to the clickbait headlines. It was observed that all the titles contain a cardinal number, and 
around 85% of  all titles begin with these cardinal numbers most popularly ranges between 5 and 25 
and an odd number is preferred to an even number. These observations are very helpful in detecting 
clickbaits. In Reis, Olmo, Prates, Kwak, and An (2015), 69,907 news headlines are used from majors 
news publishing websites for sentiment analysis of  the headlines and discovered that the sentiment 
of  the headlines is unequivocally identified with the prevalence of  the news. In Blom & Hansen 
(2015) porosity in headlines is studied as a way to stimulate interest by analyzing 2000 random head-
lines collected from a Danish news website. In this study, two forms of  forward-references are dis-
tinguished, such as discourse deixis (references at discourse level) and cataphora (discourses at phrase 
level) expressed by demonstrative pronouns, personal pronouns, adverbs, and definite articles, but 
have not proposed an approach for their detection. A survey on potential methods for automated 
clickbait detection using textual and non-textual cues is presented in Chen et al. (2015). In Potthast et 
al. (2016) machine learning models are used to detect clickbaits using extracted features of  the tweet 
headline, the website links and the metadata of  the tweet. Biyani, Tsioutsiouliklis, and Blackmer 
(2016) analyzed properties of  clickbait and non-clickbait articles by extracting the headline features, 
the informality of  the web pages, and their URLs. They suggest that informality and forward-
reference features lead to the best performance while the performance of  all the features combined 
is better than the performances of  individual features. A clickbait detection system based on article 
and headline pair stance is proposed in Bourgonje, Moreno Schneider, and Rehm (2017). User 
behavior is incorporated to enhance the performance of clickbait detection. In user behavior analysis 
model initial clickbait score is calculated using learner and tuned further to improve performance 
(Zheng, Yao, Jiang, Xia, & Xiao, 2017).  

A new webis clickbait corpus is curated using 38,587 annotated tweets and used to evaluate the click-
bait detection methods in clickbait challenge 2017 (Potthast et al., 2018). The clickbait issue is also 
investigated on YouTube videos using metadata of  206K videos. A deep generative variational auto-
encoder model was used for classification clickbaits(Zannettou, Chatzis, Papadamou, & Sirivianos, 
2018). A new deep learning and metric learning based hybrid techniques integrated with a case based 
reasoning methodology are proposed for adaptable clickbait detection (López-Sánchez, Herrero, 
Arrieta, & Corchado, 2018). A deep generative model (Liu, Le, Shu, Wang, & Lee, 2018) is proposed 
to address the issue of  non-availability of  large scale labeled data required to train the supervised 
learning models.  In this model, artificial headlines with style transfer are generated from article con-
tents to enlarge the training datasets for performance improvement of  clickbait detection. Deep 
learning models such as recurrent neural networks (RNN) (Anand, Chakraborty, & Park, 2017), Long 
short term memory (LSTM) (Kumar, Khattar, Gairola, Lal, & Varma, 2018) and convolution neural 
networks (CNN) (Anand et al., 2017; Zheng et al., 2018) are used to avoid the heavy feature engi-
neering involved in clickbait detection. 

This paper proposes an ensemble learners based classification model. Three ensemble learning tech-
niques including bagging, boosting, and random forests are used to design a classifier model for clas-
sifying a given headline into the clickbait or non-clickbait. 

METHODOLOGY 

The methodology adopted in the present work is shown in Figure 1 through a process flow diagram. 
First, the raw data samples of  clickbaits and authentic headlines are collected from various sources. 
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Then, different features discussed in the literature(Biyani et al., 2016) and potentially useful for detec-
tion of  clickbaits from datasets of  article headlines are decided manually. These features are extracted 
using programming code and predefined natural language processing libraries and article headlines 
are represented as feature vectors. 

Features

Extract Features

Clickbaits + Authentic 
Articles

Feature Vector

Training Set Testing Set

Train Classifiers

Classifiers

Bagging Random 
Forest Adaboost

Model Model Model
 

 
Figure 1. The process flow diagram of  an adopted methodology 

All the feature vectors of  the training samples are passed as input to the classifier along with the class 
label they belong to, and thus the classifiers undergo learning. After the learning of  the classifiers is 
completed, the feature vectors of  the testing samples are sent as input to the models to classify into 
clickbait or real news headlines. 

DATASET DESCRIPTION 
The clickbaits used in this paper are the titles of  articles published on Buzzfeed – a popular social 
news and entertainment website (Smith, 2014) – and are obtained from Clickbait Dataset (Retrieved 
Dec 2014). The entire data consists of  around 60,000 clickbaits published in 2014. The authentic 
news headlines were compiled from Reuters, Associated Press, and The New York Times. They were 
retrieved using the Article Search API of  the New York Times API available for Python (Python, 
2017). These headlines were published from January 2013 to March 2016. We have collected around 
40,000 news headlines. Table 1 shows the number of samples in each category. 
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Table 1. Description of  Collected No. of  Data Samples  

Type Data No. Samples 

CLICKBAITS 60,000 

GENUINE HEADLINES 40,000 

 

FEATURE SELECTION  AND EXTRACTION   
Feature selection is a process of selecting most relevant features of  data that contribute to the 
improvement of  models to make them less demanding to translate by analysts, shorter training times, 
and enhanced speculation by lessening overfitting. In the case of  clickbaits, the features can be their 
sentence structures, the presence of  certain symbols, etc., which generally distinguishes them from 
authentic articles. Table 2 contains manually decided 19 attributes (features), which are selected to 
train the classifiers. All these features are extracted from the article headlines without considering the 
content of  the article as it was used by Biyani et al. (2016). 

Table 2. List of  Features (Biyani et al., 2016) 

S.No Feature  Description Type Example 

1 Acronyms abbreviations Numeric 25 Awesome DIY Ideas For Book-
shelves 

2 Adv_adj adverbs and adjec-
tives 

Numeric Celebrities Riding Invisible Bikes Is 
Weirdly Hilarious 

3 Baity_words click,happens,next.
.etc. 

Numeric Someone Dressed This Dog Up As A 
Giant Mutant Spider...And What 
Happens Next Is Hilarious 

4 Caps_words capitalized words Numeric CAN'T BE UNSEEN: 30 Art His-
tory Snapchats That Are So Inappro-
priate, But SO Funny 

5 Cont_nums containing num-
bers (Gardiner, 
2015) 

Numeric Sweet Recycling Game Made By An 11-
Year-Old 

6 Cont_the containing the Numeric The Best Ever Song About Cats 

7 Demonstratives this,that,these,that Numeric These 13 Insanely Clever Paint Jobs 
Will Have You Doing Mind Flips 

8 Exclamations containing ‘!’ Numeric Check Out All This Cool Vintage Red-
skins Gear!!! 

9 Neg_words words with nega-
tive sentiment 

Numeric New Things Can Be Scary, Even 
For Corgis 

10 Pos_words words with posi-
tive sentiment 

Numeric People Who Think Classic Linkin Park 
Is Awesome 

11 Quoted_words words within 
quotes 

Numeric Pepsi Made "Trendy" Clothes In 
The 80s 

12 Question_marks containing ‘?’ Numeric Do Games Shape Our Dreams? 
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S.No Feature  Description Type Example 

13 Start_adv starts with an 
adverb 

Boolean Beautiful Golden Retriever Puppies 

14 Starts_num starts with a 
number 

Boolean 9 Coffee Swirl Art Masterpieces 

15 Swear_words containing bad 
words (Finnis, 
2015)  

Numeric Disney Put Out An EDM Version Of  
Let It Go And Its Pretty Damn Good 

16 Third_pronouns he,she,his,…etc. Numeric This Woman Has Never Won The Lot-
tery, But She Was Still Able To Ruin 
Her Own Life 

17 Words_5w1h who,what,when,w
hich,why,how 
(Mineo, 2017) 

Numeric How Many Hours of  Sleep Should 
You Get? 

18 Words_cont_repeated
_chars 

using letters re-
peatedly 

Numeric This is sooo funny. Lolll!! 

19 Words_title number of  words Numeric - 

TRAINING SET  
The collected data samples are randomly divided into different data sets. Table 3 shows the composi-
tion of  all the training data sets. The first 3 data sets are balanced, i.e., they contain equal samples of  
clickbaits and news headlines while the last 2 data sets contain unbalanced data. Five data sets as 
shown in Table 3 as training inputs to the classifiers, one at a time. These partitions of  data are used 
while testing the machine learning algorithms.  

Table 3.  The composition of  Training Data 

Name Clickbaits Headlines Total 

DS1 5,000 5,000 10,000 

DS2 10,000 10,000 20,000 

DS3 15,000 15,000 30,000 

DS4 5,000 10,000 15,000 

DS5 10,000 5,000 15,000 

TESTING SET  
We randomly select 10,000 samples each of  clickbaits and news headlines to use as test data for the 
classifiers. This test set is evaluated for all the training partitions of  the dataset discussed earlier in 
Table 3.  

ENSEMBLE LEARNING APPROACHES  
In this study, three popular ensemble learning techniques such as boosting, bagging, and random for-
ests are evaluated for detection of  clickbaits. Ensemble classifier refers to a group of  individual clas-
sifiers that are cooperatively trained on data set in a supervised classification problem (Rahman & 
Tasnim, 2014), and ensembles are regularly much more exact than the individual classifiers that make 
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them up (Dietterich, 2000). It is expressed in Rokach (2010) that the idea of  ensemble methodology 
is to construct a predictive model by incorporating various models. It is understood that ensemble 
methods can be utilized for enhancing prediction performance. The fundamental thought behind the 
ensemble methodology is to measure a few individual classifiers and join them to acquire a classifier 
that outperforms each one of  them. In fact, human being tends to look for a few conclusions before 
making any imperative decision by measuring the individual opinions and consolidate them to 
achieve our final choice (Polikar, 2006). The brief  descriptions of  used ensemble classifiers are given 
as follows. 

BAGGING CLASSIFIER 
The Bagging is a “bootstrap” ensemble method used to train an individual classifier on an irregular 
redistribution of  the training sets. Each classifier in the ensemble is created with a different random 
sampling of  the training set. Breiman (1996) demonstrated that bagging is viable on “unstable” learn-
ing algorithms where little changes in the training set to result in extensive changes in predictions. He 
claims that the decision tree algorithm is an example of  such an unstable learning algorithm. In bag-
ging, the training subsets are drawn arbitrarily (with replacement) from the training set. Homogene-
ous base classifiers are trained on those subsets. The class picked by most base classifiers is consid-
ered to be the final decision of  the bagging classifier; every class is picked with equivalent likelihood.  

RANDOM FOREST CLASSIFIER 
A random forest classifier utilizes a substantial number of  individual, unpruned decision trees 
(Breiman, 1999). Breiman (1999) proposed a random forest, which adds an extra layer of  arbitrari-
ness to bagging. This fairly unreasonable technique ends up performing extremely well contrasted 
with numerous different classifiers and is powerful against overfitting.  Likewise, it is exceptionally 
easy to understand as in it has just two parameters (the quantity of  variables in the irregular subset at 
every node and the number of  trees in the forest), and is not extremely touchy to their qualities (Liaw 
& Wiener, 2002).  

ADABOOST CLASSIFIER 
AdaBoost (Adaptive Boosting) is a prevalent group algorithm that enhances the basic boosting algo-
rithm using an iterative procedure. Boosting creates data subsets for base classifier training by re-
sampling the training patterns, however, by providing the most informative training pattern for each 
consecutive classifier (Schapire, 1990). In boosting, illustrations that are mistakenly anticipated by 
past classifiers in the arrangement are picked more frequently than cases that were effectively 
anticipated (Freund & Schapire, 1996). Friedman, Hastie, Tibshirani (2000) have additionally recom-
mended an optional component that fits together with the expectations of  the classifiers as an added 
substance model utilizing a maximum likelihood rule. As indicated by Quinlan (2006), the fundamen-
tal explanation behind AdaBoost's disappointment is overfitting. One conceivable approach to ab-
stain from overfitting is to keep the number of  iterations as little as could be expected under the cir-
cumstances.  

PERFORMANCE EVALUATION MEASURES 
When we utilize a classifier model for evaluation, we quite often need to take a gander at the exact-
ness of  that model as the number of right forecasts from all expectations made. This is the classifier 
accuracy. When we have to choose whether it is a sufficient model to take care of  the issue, accuracy 
is by all account, not the only metric for assessing the viability of  a classifier. Two other valuable 
measurements are precision and recall. These two measurements can give much more prominent 
knowledge into the execution attributes of  a classifier. 



Ensemble Learning Approach for Clickbait Detection Using Article Headline Features 

38 

A false positive �𝐹𝑝� is a result that indicates a given condition has been fulfilled when it actually has 
not been fulfilled. A false negative (𝐹𝑛) is a result which indicates that a condition failed while it was 
actually successful. True positives �𝑇𝑝� are relevant items that are correctly identified. True negatives 
(𝑇𝑛) are irrelevant items that are correctly identified as irrelevant. 

A confusion matrix 𝑪 is such that 𝑪𝒊,𝒋 is equal to the number of  observations known to be in group 𝒊 
but predicted to be in group 𝒋. A confusion matrix is used to describe the performance of  the classi-
fier as shown in Table 4. 

Table 4. Confusion Matrix 

  Predicted Class 

  Yes No 

Actual 

Class 

Yes Tp Fn 

No Fp Tn 

 
Accuracy is how close a measured value is to the actual (true) value. It is the proportion of  instances 
whose class the classifier can correctly predict. It can be calculated as shown in Equation (1). 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑝 + 𝑇𝑛

𝑇𝑇𝑇𝐴𝑇 𝑛𝐴𝑛𝑛𝑛𝐴 𝑇𝑜 𝑠𝐴𝑛𝑠𝑇𝑛𝑠
  (1) 

Precision (𝑃) is defined as the number of  true positives over the number of  true positives plus the 
number of  false positives. Precision measures the exactness of  a classifier. A higher precision implies 
less false positives, while a lower precision implies more false positives. The value of  precision can be 
calculated using Equation (2).  

𝑃 =
𝑇𝑝

𝑇𝑝 + 𝐹𝑝
 (2) 

The recall is defined as the number of  true positives over the number of  true positives plus the 
number of  false negatives. Recall measures the completeness, or sensitivity, of  a classifier. Higher 
recall implies less false negatives, while lower recall implies more false negatives. The value of  recall 
can be calculated using Equation (3).  

𝑅 =
𝑇𝑝

𝑇𝑝 + 𝐹𝑛
 (3) 

Precision and recall can be combined to produce a single metric known as F-measure (F1), which is 
the weighted harmonic mean of  precision and recall. The value of  ‘F1’ can be calculated using Equa-
tion (4).  

𝐹1 =
2(𝑃 ∗ 𝑅)
𝑃 + 𝑅

 
(4) 

The performances of  each classifier are evaluated using these measures.  

EXPERIMENTAL RESULTS AND DISCUSSION 
Extensive experiments are performed on the dataset described in Table 1. Each of  the ensemble 
classifiers is trained using the 5 data sets individually, and then each classifier is tested using the test-
ing set. In all ensemble learners, the C4.5 decision tree is used as a base learner and Python 
implementation using Scikit-Learn package (Pedregosa, 2011) are used for experimentation. All the 
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experiments are performed on a personal computer having 3.40GHz Core i7-4770 with 4.0 GB 
memory and running under the Microsoft Windows 8.1 Pro. 

The default parameters for the ensemble learners are used. For the bagging classifier, the base estima-
tor is the decision tree classifier, and the number of  base estimators used is 10. The random forest 
classifier uses ten estimators, i.e., the number of  trees in the forest. For the AdaBoost classifier also, 
the base estimator used is the decision tree classifier, and the number of  estimators, i.e., the 
maximum number of  estimators at which boosting is terminated is 50. To avoid the possibility of  
overfitting of  results experiments are performed using a 10-fold cross-validation scheme.  

Figures 2, 3, 4, and 5 respectively show the accuracy, precision, recall, and f-measure of  ensemble 
learners on five datasets. The x-axis represents the different datasets while Y-axis represents the per-
formance metric values (such as accuracy, precision, recall, and f-measure) in percentage.  

It is evident from Figure 2 that the accuracy performance of  bagging and random forest better and 
closely related on all five datasets while the accuracy of  AdaBoost is consistently very poor on all 
datasets. Though, the best accuracy performance is recorded for dataset DS3 using random forest 
ensemble learner model. 

It is very difficult to conclude the performance results on the basis of  accuracy only. Therefore, other 
robust performance metrics such as precision, recall, and f-measure are also considered and results 
reported in Figure 3, 4, and 5 respectively. However, the results of  Figure 3, 4, and 5 represent the 
same performance trend as shown by accuracy measures.  

 

Figure 1. Accuracy of  Classifiers 
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Figure 2. Precision of  Classifiers 

 

 

Figure 3. Recall of  Classifiers 

 

Figure 4. F-Measure values of  Classifiers 
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We can conclude from these figures (Figures 2, 3, 4, and 5) that all the classifiers achieved the highest 
accuracy, precision, recall and F-measure values for DS3 partition of  the dataset. Again, random for-
est classifier outperforms the rest of  the classifiers for all the data partitions, which is closely fol-
lowed by the bagging classifier. Random forest is giving best performance because it selects a subset 
of  features randomly at each node split of  decision tree while bagging consider all features for the 
same task.    

The best performance reported on DS3 data set because DS3 consists of  30,000 samples, which is 
highest among the used data sets and also contain a balanced data set having an equal number of  
clickbait (positive) and genuine headlines (negative) samples. All classifiers performed worst on DS4 
and DS5 dataset because high imbalance exists in clickbait and genuine headlines samples. This also 
can be seen from the graphs. DS1 partition also performs relatively lower due to the lesser number 
of  instances.  

CONCLUSION 
In this paper, the classification clickbaits and authentic news headlines are discussed using ensemble 
learning algorithms. The dataset of  hundred thousand article headlines are collected from news ag-
gregator sites consists of  clickbaits and authentic news headlines. The entire data is divided into five 
different data sets, three of  which are balanced and two are unbalanced. The three balanced data sets 
with a different number of  samples of  clickbaits and news headlines are used to analyze the perfor-
mance of  the learners. The reason for dividing the data into unbalanced sets is because in the real-
world scenario the data available is obviously varying in proportions; sometimes there may be a high-
er prevalence of  clickbaits than news headlines. The features which were considered are those which 
can be easily extracted from the title of  the headline without much difficulty. These features are very 
simple and fundamental in the process of  identifying a clickbait. Accuracy, precision, recall, and f-
measure were used as metrics for comparing the performance of  the classifiers. It is observed that 
the balanced data set DS3 with 15000 authentic headlines and 15000 clickbaits gives the best perfor-
mance for all the classifiers used. The random forest classifier achieves the highest performance with 
an accuracy of  91.16%. All the metrics show the same trend in the results. 

In the present work only features extracted from the title of  the headline is used. In the future, many 
more features can be extracted from other attributes of  the headline such as the content (we can 
consider either the entire content or a part of  it), the URL of  the link or the website on which the 
clickbait headline is posted. The content of  the clickbait can be cross-checked with the headline to 
see if  it is a clickbait or not. The strategies of  natural language processing can be applied in a more 
advanced manner to detect clickbaits.  Sometimes, clickbaits are accompanied by pictures also. The 
presence of  images and the type of  image can also be considered as additional features.  
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