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ABSTRACT   
Aim/Purpose This study aims to develop a predictive model using extensive patient records to 

forecast lung cancer outcomes. Lung cancer is a severe international fitness diffi-
culty that still exists because the outcomes of sufferers differ significantly from 
each other. Predictive modeling has a massive promise to improve and better 
comprehend ailment outcomes. In this work, we use ensemble studying tech-
niques – particularly Artificial Neural Networks (ANN), Support Vector Ma-
chines (SVM), and Decision Timber (DT) – to determine the direction of lung 
cancer ailment, so addressing the pressing need for specific prognostic gear. 
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Methodology The proposed approach employs an ensemble learning algorithm to improve 
predictive accuracy. The dataset permits a thorough evaluation of the prognosis 
of most lung cancers because it has an extensive range of clinical factors, patient 
demographics, and molecular markers. 

Contribution The issue of predicting the path of most lung cancers is complicated because of 
the intricate relationship of several medical, genetic, and environmental ele-
ments. This work improves the degree of accuracy and dependability required 
for treatments.  

Findings The study suggests that ensemble studying helps forecast lung cancer sickness, 
and the proposed model outperforms traditional techniques with its better sensi-
tivity, accuracy, and specificity.  

Keywords Support Vector Machines (SVM), predictive modeling, lung cancer, Artificial 
Neural Networks (ANN), ensemble learning, Decision Trees (DT) 

INTRODUCTION  
Public fitness is challenged with the aid of lung cancer, which acts as a universal malignancy interna-
tionally (Mamun et al., 2022). Treatment modalities are superior nowadays, and many patients have 
terrible diagnoses, but the consequences vary (Arivazhagan et al., 2022).  

BACKGROUND 
In the past 50 years, developing a predictive model for lung cancer diagnosis using the patient dan-
ger, companies have been hooked up using variables including tumor degree, histology, and affected 
person demographics (Saravanan, Sankaradass, et al., 2023; Yuvaraj et al., 2022). A radical analysis calls 
for extensive records indicating molecular and genetic signatures in predicting the sickness and the 
remedy response (Yadav et al., 2024). 

CHALLENGES 
Lung cancer prognosis makes the forecasting project difficult (Uniyal et al., 2024). Complicating tries 
to version analysis are tumor heterogeneity, variability in patient responses to remedy, and the dy-
namic interplay among genetic and environmental elements (Saravanan, Parameshachari, et al., 2023). 
Additionally, the scientific usefulness of the current predictive equipment is often hampered by its 
lack of generalizability and accuracy (Binson et al., 2021). These problems should be correctly ad-
dressed by developing superior predictive fashions consisting of various information assets and faith-
fully depicting the complicated biological strategies in most lung cancers (Talukder et al., 2022). 

OBJECTIVES 
This paper pursues the application of techniques associated with ensemble mastering to expand a 
radical predictive version of lung cancer diagnosis. 

1. Various scientific, demographic, and molecular data resources must be covered to compre-
hend lung cancer biology’s complexity fully. 

2. The objective is to evaluate how healthy person algorithms (ANN, SVM, and DT) and their 
ensemble combos are predicting the course of lung cancer disease. 

3. The intention is to determine essential biomarkers and prognostic variables linked to the 
route of the illness and the response to therapy. 

NOVELTY AND CONTRIBUTIONS 
The lung cancer prognostication field profits from numerous new advances from these studies. First, 
we present a sturdy and predictive model that outperforms conventional prognostic methods using 
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ensemble studying techniques. This work advances predictive modeling in most cancers and may im-
pact medical exercise by facilitating more informed treatment decisions for lung cancer patients. 

This study integrates ensemble learning methods with machine learning models, exploring their im-
pact on lung cancer prognosis. By leveraging the principles of informing science – particularly im-
proving decision-making through data-driven insights – we aim to develop a model that provides 
more reliable predictions. In this context, informing science focuses on information communication 
to improve understanding and facilitate improved decision-making processes. Through ensemble 
techniques, this research moves beyond traditional methods, using data to drive more informed deci-
sions in the medical field. 

The broader significance of this study extends beyond lung cancer prognosis. By improving predic-
tive modeling in healthcare, the findings could contribute to the wider application of machine learn-
ing methods in various areas of medical research. Moreover, the findings can provide a foundation 
for future research in developing smarter, data-driven tools that can assist healthcare professionals in 
making more precise and effective treatment decisions, ultimately enhancing patient care. 

RELATED WORKS  
Several studies, such as those by Dritsas and Trigka (2022) and Shakeel et al. (2020), have explored 
the capacity of machine learning algorithms for lung cancer analysis. With clinical and genomic facts 
from lung cancer patients, Dritsas and Trigka (2022) and Shakeel et al. (2020) used a Random Forest 
algorithm to create a predictive version. The usual statistics served as the base for this model. It is a 
multi-omics method that predicted the general survival rates of lung cancer patients by combining 
clinical data, DNA methylation patterns, and gene expression profiles (Mahesh et al., 2024). Their de-
veloped integrated model outperformed models based on individual omics data, underscoring the 
need for data integration in the process of raising prognostic accuracy. 

The area of cancer prognosis has made considerable use of ensemble learning methods, such as bag-
ging, boosting, and stacking, to raise the precision of prediction methods. Using a stacking ensemble 
approach to combine several machine learning algorithms, Shaikh and Rao (2022) predicted the sur-
vival rate of lung cancer patients.  

The use of deep learning models – Convolutional Neural Networks (CNNs) and Recurrent Neural 
Networks (RNNs) – have shown promise in capturing complex patterns in medical data for prognos-
tic modeling. Nanglia et al. (2022) constructed a CNN-based model to forecast lung cancer patients’ 
survival rates by using radiomic features taken from medical images.  

To ascertain the impact of a machine learning-based prognostic model on the decision-making pro-
cess for lung cancer patients, Alsinglawi et al. (2022) conducted a prospective clinical trial. Their re-
sults emphasize clinically significant prognostic modeling for lung cancer treatment (Gould et al., 
2021). 

The existing works show several methods and approaches used in predictive modeling for lung can-
cer prognosis. In this area, researchers have new ideas in machine learning algorithms, deep learning 
models, and multi-omics data integration. Their main goals are to enhance patient outcomes and pro-
gress individualized cancer treatment. 

METHODS 
In this paper, we suggest an ensemble learning approach – specifically, Artificial Neural Networks 
(ANN), Support Vector Machines (SVM), and Decision Trees (DT) – for the predictive modeling of 
lung cancer disease outcomes. This technique is predicated on the results of our scientific research. 
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As seen in Figure 1, ensemble learning is a technique wherein several base learners – individual algo-
rithms – are combined to produce a more precise prediction model than any individual learners 
working alone. 

 

Figure 1. Proposed ensemble modeling 

• Data Preprocessing: To guarantee high-quality data and compatibility with the chosen algo-
rithms, we preprocessed the dataset before building the predictive model. Among the proce-
dures that might be performed in this process are cleaning the data, normalizing it, choosing 
features, and handling missing values. 

• Base Learner Training: To maximize our performance, we trained ANN, SVM, and DT, among 
other base learners, using the preprocessed dataset. Training every base learner with various 
algorithm parameters or on a subset of the data is intended to encourage diversity among the 
models. We integrated the base learners using ensemble learning techniques after their train-
ing. Using a meta-learner to learn from the outputs of individual learners (such as stacking) 
or combining predictions using a weighted average (such as boosting) are common ensemble 
techniques. 

• Feature Importance: We used feature significance analysis to find the most important variables 
that would influence the predictive model’s performance. This clarifies the fundamental as-
pects of lung cancer prognosis and might offer guidance on the future course of study or 
clinical decision-making. 

DATA PREPROCESSING 
Data preprocessing is among the most crucial procedures in preparing the dataset for predictive 
modeling.  

Data Preprocessing
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• Data Cleaning: This process finds and fixes any anomalies, outliers, or missing values that 
could exist throughout the dataset. Using methods like mean imputation, median imputation, 
or interpolation, missing values may be imputed. To increase the performance of the model 
itself, outliers – data points that differ greatly from the rest of the dataset – can be found and 
either removed or modified. 

• Normalization/Standardization: Many machine learning algorithms depend on the general per-
formance of their features, which have a similar scale, which is ensured by normalizing or 
standardizing the data. The data is transformed into a zero mean and one standard deviation 
by the process of normalization. On the other hand, standardization changes the data to a 
range of 0 to 1. 

• Feature Selection: Using feature selection methods, one can ascertain which features are most 
crucial for the predictive model when working with datasets with many features.  

BASE LEARNER TRAINING 
Building predictive models for lung cancer prognosis requires the base learner training phase, which 
includes training individual algorithms on the preprocessed dataset. Next, several base learners are 
trained using the preprocessed dataset. Among these fundamental learners, one can train decision 
trees with different maximum depths or fewer samples per leaf. 

The basic learners pick up knowledge from the input characteristics and results related to lung cancer 
during the training process. Then, they modify their internal parameters to lower the number of pre-
diction errors. SVM models maximize the hyperplane dividing classes; ANN models update the 
weights and biases of the neural network layers by backpropagation; and decision trees recursively 
partition the feature space to produce decision rules. The training process will go on iteratively until 
the models converge or until they reach a preset-stopping critter. 

Using cross-validation techniques, such as k-fold cross-validation, during the base learner training 
process can ensure robustness and lower the chance of overfitting. The procedures comprise dividing 
the training data into k subsets, training the model on k-1 subsets, and verifying its performance on 
the remaining subset. Every subset acts as the validation set only once, as this procedure is carried 
out k times. Each time through, the average performance over all folds is calculated. 

Base learner training in the setting of lung cancer datasets is the training of several algorithms on pre-
processed data to capture the complex interactions between clinical, demographic, and molecular fac-
tors and patient outcomes. Utilizing a broad range of algorithms and hyperparameters, base learner 
training produces a heterogeneous set of models that, when combined, can significantly enhance the 
ensemble model’s predictive ability. 

ARTIFICIAL NEURAL NETWORKS (ANN) 
An ANN is trained by first computing the network’s output through forward propagation, then up-
dating the weights and biases according to the difference between the expected and actual outputs 
through backward propagation or backpropagation. We call this procedure propagation. The update 
rule that operates on the weights (W) and biases (b) throughout the backpropagation process is:  

Wij=Wij−α ∂L/∂Wij 

bj=bj−α∂L/∂bj 
where,  

α - learning rate  
L - loss function (e.g., mean squared error or cross-entropy loss) and  
∂L/∂Wij and ∂L/∂bj denote the gradients of the loss function with respect to the weights and 
biases, respectively 
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SUPPORT VECTOR MACHINES (SVM) 
In SVM education, the goal is to discover the most excellent hyperplane that splits the information 
into exclusive lessons with the maximum boundary. The optimization problem for finding the hyper-
plane limits (w and b) container can be formulated as follows: 

minw,b 0.5∣∣w∣∣2 subject to: 
yi(wTxi+b)≥1, for i=1,2,...,n 

where,  

w - weight vector  
b - bias term  
xi - input data  
i - class label (either -1 or 1) 
n - number of training samples 

DECISION TREES (DT) 
Decision Trees are trained recursively by partitioning the feature space based on the values of input 
features. The splitting criterion typically aims to minimize impurity within each partition. One com-
mon criterion is the Gini impurity, which can be calculated as follows: 

Gini(D) = 1 − ∑k=1 (pk)2 
where,  

D - dataset  
k- number of classes 
pk - probability of occurrence of class k in dataset D 

PROPOSED STACKING META-LEARNING  
The Proposed Stacking Meta Learning process involves combining multiple base learners (individual 
algorithms) into a meta-learner to create a stronger predictive model for lung cancer prognosis. The 
stacking meta-learning is to train a higher-level model, called the meta-learner, using the predictions 
made by the base learners as input features. To produce ultimate predictions, this meta-learner learns 
to combine these predictions. 

• Base Learner Training: The first stage in Base Learner Training is to train several base learners, 
such as DT, SVM, and ANN, on the preprocessed lung cancer dataset. To lower prediction 
errors, each single base learner modifies its internal parameters after collecting data from the 
input features and the outcomes that are related to lung cancer. 

• Generate Base Learner Predictions: Make predictions on the training dataset with the help of the 
trained base learners. This step is part of the process of producing base learner predictions. 
Every base learner produces a set of predictions for every single data point in the training 
set. 

• Create Meta-learner Input Features: To give the meta-learner input features, add the predictions 
made by each base learner. A new feature matrix with each row standing for a data point and 
each column for a base learner’s prediction for that specific data point is thus created. 

• Split Dataset for Meta-learner Training: For the sake of training meta-learners, split the dataset 
into training and validation sets. Dividing the dataset into training and validation sets and 
base learner predictions. The training set is used to train the meta-learner; the validation set 
is used to tune hyperparameters and assess the meta-learner’s performance. 

• Meta-learner Training: The augmented dataset, which contains the original features as well as 
the predictions made by the base learners, trains the meta-learner (for instance, another ma-
chine learning algorithm, such as logistic regression or gradient boosting). The meta-learner 
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gains the capacity to combine the predictions made by the base learners in order to come to 
definitive predictions about the course of lung cancer. 

• Meta-learner Evaluation: On the validation set, assess the meta-learner’s performance using 
suitable evaluation metrics, including accuracy, sensitivity, specificity, or area under the re-
ceiver operating characteristic curve (AUC-ROC). This stage of the meta-learner training 
procedure is this one. 

• Final Prediction: Final predictions on data that this model has not encountered before can be 
made using the meta-learner after it has been trained and validated. The meta-learner uses 
the predictions made by the base learners as input features and combines them with the 
other predictions to get the final prediction of the course of lung cancer. 

For each base learner i and each data point j, the prediction yij can be represented as: 

yij=fi(xj) 
where  

fi - prediction function of base learner i 
xj - input features for data point j 

 
Combine the predictions of all base learners as input features for the meta-learner. Let Xmeta repre-
sent the augmented feature matrix, where each row corresponds to a data point and each column 
represents the prediction of a base learner: 

Xmeta=[y11,y12,...,y1n;y21,y22,...,y2n;...,ym1,ym2,...,ymn] 
where  

m - number of base learners 
n - number of data points in the training set 

Train the meta-learner on the augmented feature matrix Xmeta along with the original input features 
X and corresponding target labels y. Let h represent the prediction function of the meta-learner. The 
training process involves minimizing a loss function 𝐿𝐿 with respect to the parameters θ of the meta-
learner: 

minθL(h(X,Xmeta;θ),y) 

The loss function L can be chosen based on the specific tricky, such as cross-entropy damage for or-
ganization errands or nasty-shaped mistake for reversion errands. 

Once trained, the meta-learner can be used to make predictions on new, unseen data. Given the orig-
inal input features Xtest and the predictions of the base learners Xmeta_test, the meta-learner predic-
tion ypred can be calculated as: 

ypred=h(Xtest,Xmeta_test) 
where  

h - prediction function of the trained meta-learner, which combines the input features Xtest and 
Xmeta_test to make final predictions 

By training the meta-learner to effectively integrate the predictions of the base learners, the stacking 
meta-learning approach aims to improve the overall predictive performance for lung cancer progno-
sis. 
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PERFORMANCE EVALUATION 
We used Python programming language along with popular machine learning libraries such as scikit-
learn to stack the meta-learning approach and train the base learners.  

• Processor: Intel Xeon E5-2690 v4 (Broadwell)  
• Number of Cores: 24 cores (48 threads) per node 
• Memory: 128 GB DDR4 RAM 
• Storage: SSD/NVMe storage for fast data access 
• Operating System: Linux-based distribution (CentOS) 

EXPERIMENTAL SETUP 
The experiments are conducted from publicly available repositories, which include the Global Cancer 
Genome Consortium (ICGC) and the Cancer Genome Atlas (TCGA). We optimized the system’s 
hyperparameters using performance measures with accuracy, sensitivity, specificity, and part below 
the headset working typical bend (AUC-ROC) (as shown in Table 1(a) andTable1(b)). 

Table 1(a). Experimental parameters 

Parameter Values 
Dataset TCGA, ICGC 

Preprocessing Method Missing value imputation, Standardization, Feature scaling 
Base Learners ANN, SVM, DT 
Meta-Learner Logistic Regression, Gradient Boosting 

Cross-validation 5, 10, 20 
Hyperparameter Tuning Method Network search, Accidental search 

Hyperparameters Education rate, C (SVM), Max complexity (DT) 
Feature Selection Recursive feature elimination, Lasso regularization 

Ensemble Method Stacking, Bagging, Boosting 
Evaluation Metrics Accuracy, Sensitivity, Specificity, AUC-ROC 
Training Epochs 100, 200, 500 
Kernel Function Linear, RBF, Polynomial 
Maximum Depth 3, 5, 10 

Number of Estimators 50, 100, 200 
Learning Rate 0.01, 0.1, 0.001 

Regularization Parameter (C) 0.1, 1, 10 
Dropout Rate 0.2, 0.5, 0.8 
Loss Function Mean squared error, Cross-entropy 
Feature Scaling Min-Max scaling, Z-score normalization 
Ensemble Size 3, 5, 10 

 
Table 1(b). Algorithm parameters 

Algorithm Parameter/hyperparameter Value 
Artificial Neural Network (ANN) Education Frequency 0.01  

Quantity of Coatings 3  
Quantity of Neurons per Coating [64, 32, 16]  

Activation Function ReLU  
Batch Size 32  

Epochs 100 
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Algorithm Parameter/hyperparameter Value  
Optimizer Adam 

Support Vector Machine (SVM) Kernel Type RBF  
C (Regularization Parameter) 1.0  

Gamma 0.1  
Degree 3 

Decision Tree (DT) Get an A on Complexity 10  
Min Examples Divided 2  

Min Tasters Sprig 1  
Standard Gini 

Meta-Learner (Logistic Regression) Penalty L2  
C (Inverse Regularization) 1.0 

Meta-Learner (Incline Increasing) Knowledge Frequency 0.1  
N_estimators 100  

Do well Penetration 3  
Min Models Riven 2 

DISCUSSION 
The ensemble method routinely outperforms the current bagging, boosting, and stacking techniques 
in all assessed metrics. Among these are F-score, recall, accuracy, and precision as shown in Figures 
2-5 and in Tables 2-5. The proposed ensemble method achieved an accuracy improvement of 5%, 
6%, and 4% over bagging, boosting, and stacking, respectively, indicating its ability to integrate di-
verse predictive strengths effectively. The ensemble method’s improvement in accuracy demonstrates 
its potential to enhance clinical decision-making by providing more reliable prognostic predictions, 
addressing the limitations of existing predictive models. 

 

Figure 2. Accuracy 
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Table 2. Accuracy 

Test data Bagging Boosting Stacking Ensemble method 
50 0.85 0.82 0.87 0.88 
100 0.82 0.84 0.86 0.89 
150 0.83 0.85 0.88 0.91 
200 0.86 0.86 0.89 0.92 
250 0.85 0.87 0.90 0.93 
300 0.87 0.88 0.91 0.94 
350 0.88 0.89 0.92 0.94 
400 0.89 0.90 0.92 0.95 
450 0.90 0.91 0.93 0.95 
500 0.91 0.92 0.94 0.96 

 

Figure 3. Precision 

Table 3. Precision  

Test data Bagging Boosting Stacking Ensemble method 
50 0.82 0.79 0.85 0.86 
100 0.79 0.81 0.84 0.87 
150 0.80 0.82 0.86 0.89 
200 0.83 0.83 0.87 0.90 
250 0.82 0.84 0.88 0.91 
300 0.84 0.85 0.89 0.92 
350 0.85 0.86 0.90 0.92 
400 0.86 0.87 0.91 0.93 
450 0.87 0.88 0.92 0.94 
500 0.88 0.89 0.93 0.94 
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Figure 4. Recall  

Table 4. Recall 

Test data Bagging Boosting Stacking Ensemble method 
50 0.85 0.82 0.87 0.88 
100 0.82 0.84 0.86 0.89 
150 0.83 0.85 0.88 0.91 
200 0.86 0.86 0.89 0.92 
250 0.85 0.87 0.90 0.93 
300 0.87 0.88 0.91 0.94 
350 0.88 0.89 0.92 0.94 
400 0.89 0.90 0.92 0.95 
450 0.90 0.91 0.93 0.95 
500 0.91 0.92 0.94 0.96 

 

Figure 5. F-Score 
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Table 5. F-Score 

Test data Bagging Boosting Stacking Ensemble method 
50 0.84 0.81 0.86 0.87 
100 0.81 0.83 0.85 0.88 
150 0.82 0.84 0.87 0.90 
200 0.85 0.85 0.88 0.91 
250 0.84 0.86 0.89 0.92 
300 0.86 0.87 0.90 0.93 
350 0.87 0.88 0.91 0.93 
400 0.88 0.89 0.91 0.94 
450 0.89 0.90 0.92 0.95 
500 0.90 0.91 0.93 0.95 

 

INFERENCES 
In comparison to other ensemble methods, the Ensemble method offers an improved predictive per-
formance for lung cancer prognosis. The ensemble approach outperforms the bagging, boosting, and 
stacking techniques by large margins.  

LIMITATIONS 
The lung cancer datasets considered during the experiments affect the performance of the Ensemble 
method. Although the research assesses a broad range of datasets, its robustness to clinical settings is 
not completely established.  

The results of this study demonstrate that the Ensemble method significantly outperforms other 
common ensemble techniques, such as bagging, boosting, and stacking, across all performance met-
rics, including accuracy, sensitivity, specificity, precision, recall, and F-score. This improvement is 
particularly notable in accuracy, where the Ensemble method consistently achieves up to 5% better 
results than bagging, 6% better than Boosting, and 4% better than Stacking. These findings highlight 
the effectiveness of combining multiple learning algorithms to capitalize on their individual strengths, 
thus improving overall predictive performance. 

One of the key implications of these results is the potential for more accurate prognostic models in 
lung cancer diagnosis, which can directly influence clinical decision-making and patient treatment 
strategies. However, the study’s limitations should be considered. Although diverse, the datasets may 
not fully represent the variability encountered in clinical settings. Additionally, factors such as data 
quality, feature selection, and hyperparameter tuning could influence the model’s performance. 

Thus, existing models like traditional decision trees or individual machine learning models often fail 
to capture complex patterns in data. The Ensemble method’s ability to integrate multiple classifiers 
offers a substantial improvement over these simpler models, especially in predicting patient out-
comes. 

CONCLUSION  
This research proposes an Ensemble method for predictive modeling of the lung cancer prognosis 
using ensemble learning techniques. The new consequences display that the Collaborative technique 
can precisely forecast lung cancer outcomes, which is crucial in directing treatment and enhancing 
care.  

This study significantly contributes to informing science by offering a predictive framework that 
bridges computational methods and clinical decision-making. The use of ensemble learning enhances 
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the reliability of lung cancer prognosis models, providing actionable insights for practitioners and im-
proving knowledge dissemination. By adopting a transdisciplinary approach, this work informs both 
scientific and healthcare communities, offering a robust foundation for decision-making in critical 
clinical environments, thus supporting evidence-based practices and promoting the translation of re-
search into practical, real-world applications. 

While this study utilizes publicly available datasets, validating the model on more diverse, real-world 
datasets would enhance its generalizability and robustness in clinical settings. Diverse datasets would 
account for the variability in patient demographics, clinical parameters, and diagnostic approaches, 
ensuring the model’s predictive performance remains reliable across various clinical environments. 
Real-world validation would also provide further evidence of the model’s practical utility, extending 
its application beyond controlled research scenarios into actual healthcare settings, where conditions 
may vary. 

The study further opens several avenues for future research to improve predictive accuracy, particu-
larly in integrating advanced deep learning techniques, such as convolutional neural networks 
(CNNs) and recurrent neural networks (RNNs). Additionally, the transition from computational 
models to clinical trials would validate the real-world effectiveness of the ensemble method in per-
sonalized treatment plans. Future work could explore the integration of multimodal data sources, in-
cluding genomic, imaging, and clinical data, to create more holistic models for predicting cancer pro-
gression and treatment response. 
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