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ABSTRACT   
Aim/Purpose The aim of this work is to introduce a novel technique for enhancing hospital 

network security using a Deep Autoencoder (DAE). 

Background The digitization of healthcare institutions increases the risk of cybercrime due to 
network security vulnerabilities. 
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Methodology In this work, we model a novel technique called DeepHeal framework that uses 
a robust Deep Autoencoder (DAE) for improved cybersecurity and protection 
against intruders in healthcare networks. Using the deep learning techniques 
named DAE, DeepHeal identifies and stops cyber dangers, including various 
hostile attacks, illegal access, and data breaches. Healthcare networks are sus-
ceptible to various cyberattacks and intrusions. The DAE architecture enables 
training with high-level representations to detect anomalies and traffic patterns. 
By carefully analyzing datasets from real healthcare networks, we demonstrate 
that DeepHeal effectively identifies and counters various cyber threats.  

Findings The proposed DAE model combined with RNN achieves a higher accuracy and 
precision level of 98%. The proposed DAE model outperformed existing mod-
els, which offers its ability to identify and resolve cybersecurity problems in hos-
pital networks. 

Future Research The proposed method’s research offers great potential in terms of accuracy, 
scalability, and real-time threat detection.  

Keywords network security, DAE, DHeal, healthcare 

INTRODUCTION  
This study is a detailed exploration of the increasing digitalization of healthcare networks and the cur-
rent state of healthcare IT systems, including the widespread use of electronic health records (EHRs), 
medical IoT devices, and telemedicine. Furthermore, providing an overview of traditional cybersecu-
rity measures, like signature-based and rule-based Intrusion Detection Systems (IDS), will help read-
ers understand the limitations of these approaches. Comparing these existing systems with the poten-
tial of Deep Autoencoders (DAE) in anomaly detection can set the stage for why DAE-based solu-
tions are a promising alternative. 

The digital transformation in healthcare has significantly advanced the management and delivery of 
services. Networked medical devices, telemedicine, and electronic health records (EHRs) have en-
hanced healthcare efficiency and accessibility (Puttagunta et al., 2023). 

This digital revolution leads to increased threats and vulnerabilities, where threats to healthcare net-
works are common, including malware, data breaches, ransomware, and illegal access. These risks to 
patients’ private data affect the dependability and availability of healthcare services (Veerappan et al., 
2023). 

The COVID-19 epidemic has brought the critical need for network security in healthcare facilities. 
The attack surface is considerably growing with the development of remote healthcare and telemedi-
cine delivery techniques. Therefore, the probability of cyberattacks in the healthcare system is in-
creased. Modern security solutions and cybersecurity procedures are invested in healthcare businesses 
to secure these systems and data of patients against cyber threats (Ahuja et al., 2024). 

The likelihood of illegal access and breaches increased due to the increasing digitization of healthcare 
systems, prompting people to express concerns about the privacy and security of healthcare patient 
data. Cybersecurity is a serious issue in the healthcare industry as intruders attempt to exploit net-
work security to get sensitive patient data, which may include invasion of privacy, medical treatment 
disruption, and patient damage (Kaviani et al., 2022). 

This work aims to introduce a novel technique for enhancing hospital network security using a Deep 
Autoencoder (DAE). DAE is being used to prevent cyberattacks by early identification and mitiga-
tion. The research aims to involve network integrity and data protection against sensitive patients.  
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The findings of this paper increase hospital network security in several ways. An upgrade that is 
much needed is the DAE-enabled approach for hospital cybersecurity. Since the Intrusion Detection 
System (IDS) may identify odd network behavior in real-time following DAE integration, healthcare 
networks may be better safeguarded against intrusions. 

Deep learning methods have been improved by research and are a part of the cybersecurity frame-
work. The viability of unsupervised learning for the purpose of identifying anomalies and cyber dan-
gers in healthcare networks is evaluated in this work using DAEs. This paper demonstrates the effec-
tiveness of deep learning in protecting cybersecurity threats in the healthcare industry, extending its 
use outside of traditional domains. 

The proposed method provides a thorough and practical solution for healthcare companies to en-
hance their network security measures. The novelty of this work lies in the integration of Deep Auto-
encoders (DAE) for real-time intrusion detection and mitigation within healthcare network security.  

RELATED WORKS  
This study examines healthcare institutions’ specific challenges in maintaining network security and 
protecting patient data (Saravanan, Parameshachari et al., 2023). This research on the continually 
changing threat landscape (Yuvaraj et al., 2022) encompasses a wide range of attacks, including mal-
ware infections, ransomware occurrences, and insider threats, to mention but a few of the many dis-
tinct forms of attacks that exist. 

We go into the cybersecurity problems that healthcare facilities encountered in Costa et al. (2024). 
The numerous factors that make the healthcare sector open to cyberattacks are examined in this re-
search (Saravanan, Sankaradass et al., 2023). The content of the literature review (Maguluri et al., 
2023) suggests that cybersecurity incidents in the medical field can have serious consequences – in-
cluded are the ethical and social ramifications of data breaches and their impact on patients’ trust in 
medical practitioners (Rahman et al., 2020). 

Our research on applying deep learning techniques in cybersecurity lays the groundwork for the next 
study (Zhang et al., 2022). It covers pertinent and uses research on anomalies, intrusions, and threats 
in several domains (Selvaganapathy & Sadasivam, 2021). The advantages of deep learning are mainly 
emphasized (Newaz et al., 2020). Moreover, in relation to cybersecurity are the advantages and disad-
vantages of deep learning architectures, such as autoencoders, recurrent neural networks (RNNs) and 
convolutional neural networks (CNNs) (Bortsova et al., 2021), high-dimensional data compatibility, 
and lack of supervision (Liu et al., 2021). 

The focus of the analysis of the different methods and solutions already in use is network security for 
healthcare organizations. The paper analyzes the benefits and drawbacks of several approaches to 
show the necessity of developing creative and preventive cybersecurity solutions that can efficiently 
manage the constantly changing threat environment in the healthcare sector (Ma et al., 2021). 

DAEs were chosen for anomaly detection due to their ability to efficiently handle high-dimensional, 
unsupervised data, which is common in healthcare network traffic. Due to their valuable patient data, 
healthcare networks are increasingly targeted by cyberattacks like ransomware, data breaches, and 
malware.  

PROPOSED METHOD 
The cybersecurity-based intrusion detection system (IDS) (Figure 1) proposed in the DeepHeal aims 
to improve security in healthcare networks via real-time threat mitigation and detection.  
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Figure 1. Process flow of the proposed IDS 

DATA COLLECTION AND PREPROCESSING 
Data preprocessing steps, including noise removal, feature normalization, and handling missing val-
ues, were applied to ensure high-quality, consistent input for the model. This preparation enabled ef-
fective training and reliable anomaly detection. Specifically, the steps taken to remove noise and han-
dle missing values should be clearly outlined, including the methods or algorithms used for imputa-
tion or data cleaning.  

A substantial dataset reflecting real healthcare network activity is essential for training and evaluating 
the DeepHeal model. For the DeepHeal framework to train and assess the DAE model, high-quality 
data is necessary.  

Data collection 
In this section, we select and pinpoint the sources of the traffic on the healthcare network.  

Data preprocessing 
Remove Noise: Network traffic data analysis is not always accurate since the data has background noise, 
useless information, and artifacts.  

Normalize Features: One way to ensure the network traffic’s features are all on the same scale is to nor-
malize them.  

Handle Missing Values: Training with a dataset, including instances of missing values, requires handling 
missing values appropriately.  

DAE  
The DeepHeal framework heavily depends on the DAE architecture and training via gradient descent 
and backpropagation, allowing the DAE parameters to be refined. Reducing error during reconstruc-
tion aims to teach the autoencoder to detect abnormalities that could indicate possible cyber threats 
and precisely replicate standard network traffic patterns.  

Data Collection

Data Preprocessing

DAE Training

Anomaly Detection

IDS Analysis

Detection of Threats
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Table 1. DAE specifications 

Component Layer type Number of units Activation function 
Encoder Input Layer 1000 -  

Dense Layer 1 512 ReLU  
Dense Layer 2 256 ReLU  
Dense Layer 3 128 ReLU  

Bottleneck Layer 64 ReLU 
Decoder Dense Layer 1 128 ReLU  

Dense Layer 2 256 ReLU  
Dense Layer 3 512 ReLU  
Output Layer 1000 Sigmoid 

ALGORITHM: DHEAL FRAMEWORK 
• Initialize the weights and biases of the Denoising Autoencoder (DAE). 
• For each epoch in the training process and each training sample in the dataset: 

• Pass the training sample through the encoder to get the encoded output. 
• Pass the encoded output through the decoder to get the reconstructed output. 
• Compute the reconstruction error by comparing the training sample and the reconstructed 

output. 
• Backpropagate the reconstruction error through the network. 
• Update the weights and biases based on the backpropagated error. 

• For each new network traffic sample: 
• Pass the new sample through the encoder to get the encoded output. 
• Pass the encoded output through the decoder to get the reconstructed output. 

• Compute the reconstruction error by comparing the new sample and the reconstructed output. 
• If the reconstruction error exceeds a predefined threshold: 

• Use the Intrusion Detection System (IDS) to analyze the anomaly. 
• If the IDS detects a threat, perform mitigation actions to counteract the threat. 

• Set up secure communication channels. 

Ensure the DHeal framework works seamlessly with existing cybersecurity systems. 

Encoder 
The encoder reduces the dimensionality of the input data in an iterative manner to extract the most 
pertinent features. Several hidden layers comprise it, with convolutional layers or fully connected lay-
ers being the most frequent ways to apply them when working with data. Following the linear trans-
formation of each layer is a non-linear activation function. The output of the encoder is the encoded 
representation, which is different from the latent space representation. 

This is a list of the mathematical equations that describe the encoder: 

Encoder Output = f(We * I + be) 

where 
I - input data 
We - encoder weights 
be - encoder biases 
f() - activation function  
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Decoder 
Following the receipt of the encoded representation, the decoder makes use of it to restore the initial 
data that was entered beforehand. Within its many hidden layers, both the encoder and the decoder 
make use of a combination of fully linked and convolutional layers. The objective of the decoder lay-
ers is to gradually raise the dimensionality in order to recover the data that was first entered. In most 
cases, the last layer makes use of an activation function that pertains to the characteristics of the data 
that is being input. For example, sigmoid functions are utilized for binary data, while linear functions 
are utilized for continuous data. 

For convenience, the decoder employs the following mathematical formulas: 

O = f(Wd * E + bd) 
where 

E - encoded representation from the encoder 
Wd - decoder weights 
bd - decoder biases 
f() - activation function  

 
Loss function 
The goal of DAE learning is to reduce a loss function that evaluates the degree of dissimilarity be-
tween the input data and the rebuilt output. Mean squared error (MSE) is the loss function in contin-
uous data, and binary cross-entropy is the loss function in binary data. The aim of the loss function is 
less space between the original input and the rebuilt output.  

Among the loss functions used in DAE designs for continuous data, the Mean Squared Error (MSE) 
is the most frequent. The average squared difference is computed using the rebuilt output and the 
original input as inputs. When seen mathematically, the MSE loss function resembles: 

MSE = n-1 
* ∑(I – D)2 

where 
n - training samples 
Input - original input data 
D - reconstructed output 

 
Utilizing the number of training samples as input, the mean squared error (MSE) loss function di-
vides the total number of elements by the squared difference between each input element and the re-
constructed output. The parameters are given in Table 2. 

ANOMALY DETECTION 
Here, we describe how to compute the reconstruction error following a network data sample feeding 
into a trained autoencoder. Samples with large reconstruction errors are instances of anomalies that 
may indicate the existence of potential cyber threats. Should anomalies be discovered, the intrusion 
detection system (IDS) of the DeepHeal framework begins additional research. Rule-based and signa-
ture-based detection methods are applied in this analysis to determine the type of threat and initiate 
appropriate actions. 

The cybersecurity-based IDS in the DeepHeal architecture mostly gets its intelligence from anoma-
lies. Finding the reasons why the network traffic statistics deviate from the norm can indicate the 
presence of malicious people or cyber threats. 
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With its analysis of normal network traffic patterns, the DAE can identify anomalies and outliers. 
The autoencoder, an encoder, and a decoder merged into one device duplicate entered data. We com-
pare the reconstruction of the original data with it to get the MSE, or anomaly score. A stronger link 
between the MSE and the likelihood of an anomaly forming exists when the MSE surpasses the dif-
ference between the input data and the reconstruction. 

Table 2. Parameters of DAE 

Parameter Value 
Latent Space Dimension 32 

Number of Hidden Layers 4 
Number of Neurons per Layer [512, 256, 128, 64] 

Activation Function ReLU 
Loss Function Mean Squared Error 

Optimizer Adam 
Learning Rate 0.001 

Batch Size 64 
Number of Epochs 100 

Dropout Rate 0.2 
Weight Initialization Method He Initialization 

Early Stopping Patience 10 
L1 Regularization Coefficient 0.01 
L2 Regularization Coefficient 0.01 

Learning Rate Scheduler ReduceLROnPlateau 
Data Normalization Method Min-Max Scaling 

Noise Injection in Input 0.1 (10% noise) 
Batch Normalization Yes 

Validation Split 0.2 (20% validation data) 

RESULTS 
This closely examines the outcomes of our cybersecurity solution for the healthcare industry, which 
includes deep autoencoders enabled. The results illustrate how effectively the technology protects 
networks and identifies potential threats to the network. In addition, we discuss the implications of 
the data for healthcare organizations and the value of the data for those organizations. 

DATASET 
During our experiment, we used a representative network traffic dataset from a healthcare organiza-
tion (Hussain et al., 2021).  

The dataset used for training the DAE model was carefully selected and processed to ensure it accu-
rately represented real-world healthcare network traffic.  

• Accuracy: The proportion of correctly classified instances (normal and anomalous) out of the 
total number of instances.  

• Precision: The proportion of correctly identified positive instances (true positives) out of all 
instances predicted as positive. 

• Recall (Sensitivity): The proportion of correctly identified positive instances (true positives) out 
of all positive instances. 

• F1-Score: The harmonic mean of precision and recall, balancing the two.  
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• False Positive Rate (FPR): The proportion of normal instances incorrectly classified as anoma-
lies. 

• True Negative Rate (TNR): The proportion of correctly classified normal instances. 

We were successful in establishing a controlled laboratory environment that was able to simulate the 
network infrastructure of a hospital, as demonstrated in Table 3. There were components of the in-
frastructure that included network equipment characteristic of healthcare companies. These compo-
nents included routers, switches, and firewalls. The architecture drew on the complexity and charac-
teristics of actual healthcare networks. These features included virtual local area networks (VLANs), a 
wide range of traffic patterns, and numerous subnetworks. 

Table 3. Dataset 

Source IP Destination IP Packet size Port Label 
xx.xx.0.1 xx.xx.1.20 1024 80 Normal 
xx.xx.2.15 xx.xx.0.5 512 53 Normal 
xx.xx.1.100 xx.xx.0.2 768 22 Anomalous 
xx.xx.0.3 xx.xx.1.50 2048 445 Anomalous 
xx.xx.1.10 192.168.0.4 4096 443 Normal 
xx.xx.0.2 xx.xx.1.30 1536 3389 Normal 

 

We searched the network traffic data for anomalies using a deep autoencoder design. PyTorch is a 
neural network framework used in model construction. One layer in the design, fully connected neu-
ral networks, compressed the input data. The data reconstruction was left to the next layer. 

EXPERIMENTAL METRICS 
Within the parameters of our study, we evaluated the system’s effectiveness using various measures. 
Measures taken into account included the actual positive rate, the false positive rate, the overall detec-
tion accuracy, the actual negative rate, and the actual negative rate. Subsequently, we calculated the 
F1-score, recall, and precision to evaluate the system’s anomaly detection performance against earlier 
methods like RNN and DAE. Our aim was to reduce false positive and false negative counts. 

The experimental evaluation shows promising performance in Figures 2-5 and Tables 4 and 5 of the 
proposed DAE model for cybersecurity-based intrusion detection in healthcare. The proposed DAE 
model was able to identify between normal and pathological network traffic with an accuracy rate of 
98% when operating with a maximum dataset size of 100 samples. Moreover, the accuracy values for 
the proposed DAE model were continuously high and varied from 89% to 97%.  

Figure 2. Accuracy (%) 
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Figure 3. Precision (%) 

Figure 4. Recall (%) 

Figure 5. F-Measure (%) 
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Table 4. Loss (%) 

Number of test datasets CNN  RNN  DHeal  
100 0.15 0.17 0.12 
200 0.14 0.16 0.11 
300 0.13 0.15 0.10 
400 0.12 0.14 0.09 
500 0.11 0.13 0.08 
600 0.10 0.12 0.07 
700 0.09 0.11 0.06 
800 0.08 0.10 0.05 
900 0.07 0.09 0.04 
1000 0.06 0.08 0.03 

Table 5. ROC 

Number of test datasets CNN  RNN  DHeal  
100 0.87 0.85 0.91 
200 0.88 0.86 0.92 
300 0.89 0.87 0.93 
400 0.89 0.88 0.93 
500 0.90 0.88 0.94 
600 0.90 0.89 0.94 
700 0.91 0.89 0.95 
800 0.91 0.90 0.95 
900 0.91 0.90 0.95 
1000 0.92 0.90 0.96 

Competitive results were shown by the range of recalls of the proposed DAE model from 88% to 
98%. With F-measure values between 88% and 98%, the proposed DAE model routinely outper-
forms the competitors. This proves the reliability of the proposed DAE model in identifying and cat-
egorizing network anomalies. It further demonstrates the healthy ratio between recall and precision. 

The RNN and DAE models achieved accuracy ranges of 94% ± 1.2% to 94% ± 1.3% and precision 
levels of 84% to 94%, respectively. Still, it was shown that the DAE model worked the best for iden-
tifying and mitigating cybersecurity threats in healthcare systems. Evidence of this came from the 
consistent outperformance of these models’ overall evaluation criteria. 

Our results show that the DAE paradigm has great potential to enhance intrusion detection and 
healthcare network security. The capacity of the proposed DAE model to identify irregular patterns 
of network traffic is one significant step in lowering potential hazards and protecting vital healthcare 
data. 

CONCLUSION  
The cybersecurity-based intrusion detection research done by the healthcare company produces gen-
erally good findings, and the proposed DAE model performs amazingly well. Research on a dataset 
with a thousand examples revealed that the DAE model has impressive accuracy rates, up to 98%.  

The practical implications of the findings are significant for healthcare institutions aiming to enhance 
their cybersecurity measures. DeepHeal, leveraging Deep Autoencoders (DAE), offers a flexible and 
effective solution for integrating anomaly detection into existing security infrastructures.  
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Future research should explore hybrid AI models that combine the strengths of multiple deep learn-
ing architectures, such as combining DAEs with recurrent neural networks (RNNs) for temporal 
anomaly detection.  
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