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Background Thyroid disease diagnosis depends critically on thyroid medical image analy-
sis. Though their design and settings can be optimized, Convolutional Neu-
ral Networks (CNNs) have shown promise in automating this process. The 
powerful metaheuristic technique, Particle Swarm Optimization (PSO), can 
efficiently optimize CNNs for improved performance. 

Methodology In this work, we provide a deep-learning method for thyroid medical image 
interpretation and prediction by merging CNNs with PSO. To extract perti-
nent features, we first preprocess the medical images. Next, we construct a 
CNN architecture based on image properties. The CNN architecture and its 
hyperparameters – filter sizes, layer count, and learning rates – are optimized 
using PSO. To learn discriminative features and patterns, the optimized 
CNN is trained using a sizable dataset of thyroid images. 

Contribution Our method uses the synergistic potential of deep learning and metaheuristic 
optimization to advance the field of medical image analysis. Improved thy-
roid image analysis task performance results from our efficient search of the 
large space of CNN architectures and hyperparameters by integrating PSO. 

Findings Our proposed method is shown to be beneficial by experimental data. 
Higher accuracy, sensitivity, and specificity were obtained by the optimized 
CNN in thyroid disease detection than by conventional CNN architectures.  

Recommendations  
for Researchers  

In terms of computing efficiency and accuracy of prediction, our method 
beat those of previous methods. Furthermore, improved interpretability of 
the learned characteristics gave important new perspectives on the underly-
ing patterns in thyroid images. 

Future Research This work can be enhanced using several deep-learning algorithms for im-
proved accuracy and performance. 

Keywords medical image analysis, thyroid, particle swarm optimization, convolutional 
neural networks, prediction 

INTRODUCTION 
Millions of people worldwide are affected by thyroid problems, which presents difficulties for 
healthcare systems everywhere (Lu et al., 2020). Thyroid disorders are diagnosed and treated largely 
by medical imaging, which also gives physicians important information on the anatomy and opera-
tion of the thyroid gland. Nevertheless, the need for automated and trustworthy analytic techniques 
is shown by the fact that the correct interpretation of thyroid images is sometimes labor-intensive 
and prone to interobserver variability. 

BACKGROUND 
In recent years, convolutional Neural Networks (CNNs) have become very effective tools for medi-
cal image processing (Saravanan, Sankaradass et al., 2023). By automatically learning hierarchical fea-
tures from raw image data, CNNs can distinguish between pathological states. Developing the best 
CNN architecture for a particular medical imaging application is still difficult (Yadav et al., 2024). 
CNN architecture, hyperparameters, and training strategies – which frequently need much human 
tuning and experimentation – significantly impact CNN performance. 

CHALLENGES 
Because thyroid images are complicated and anatomical structures and clinical presentations vary 
widely, thyroid medical image analysis poses a number of problems (Saravanan, Parameshachari et al., 
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2023). Variations in noise, artifacts, and image quality make analysis even more difficult (Liu et al., 
2020). Thyroid image delicate characteristics and patterns may be difficult for traditional CNN archi-
tectures to capture, resulting in less-than-ideal performance in jobs requiring disease detection and 
classification (Kumar et al., 2020). Their interpretability hampers the therapeutic acceptance of deep 
learning models since doctors understand the fundamental logic of the model predictions. 

PROBLEM DEFINITION 
The construction of a reliable and understandable deep-learning method for thyroid medical image 
analysis is the main issue this work tackles (Bai et al., 2020). More precisely, we want to use metaheu-
ristic optimization approaches to optimize the efficiency of a CNN architecture customized to the 
features of thyroid images (Sharifi et al., 2021). The goals are to improve the interpretability of the 
learned features and increase the accuracy, sensitivity, and specificity of thyroid problem identifica-
tion. 

OBJECTIVES 
The objectives of this research can be summarized as follows: 

1. Using CNNs, build a deep learning framework for thyroid medical image analysis. 
2. Examine how the CNN architecture and hyperparameters might be optimized using me-

taheuristic optimization techniques like Particle Swarm Optimization (PSO). 
3. Compare the proposed method with current techniques and assess its performance on a 

large dataset of thyroid images. 
4. Improve the interpreted qualities to give doctors insightful information about the diagnostic 

procedure. 

NOVELTY AND CONTRIBUTIONS 
Our method is novel in that it combines metaheuristic optimization with deep learning techniques 
for thyroid medical image analysis. Improved performance and generalization result from our fast 
search of the high-dimensional space of CNN architectures and hyperparameters using PSO. Fur-
thermore, by illustrating the learned characteristics, our approach improves the interpretability of the 
CNN model and promotes greater confidence in the automated diagnosis process. Among the con-
tributions of this work are the creation of a new deep learning framework for thyroid image analysis, 
the use of metaheuristic optimization for CNN architecture optimization, and the progress of inter-
pretable deep learning methods in medical imaging. 

PSO was selected for its ability to explore large search spaces and optimize CNN hyperparameters 
efficiently. Inspired by natural swarm behavior, it balances exploration and exploitation, enabling it to 
identify optimal configurations for complex models like CNNs, improving accuracy, sensitivity, and 
computational efficiency in medical image analysis. 

PSO optimizes CNNs by adjusting hyperparameters such as learning rates and architecture. Its itera-
tive, swarm-based approach avoids local optima and ensures global optimization, which is crucial for 
medical applications requiring high precision, like diagnosing thyroid conditions from images. PSO 
simplifies CNN design, enhancing performance with minimal manual intervention. 

PSO-CNN’s ability to enhance diagnostic accuracy and efficiency can revolutionize thyroid disease 
detection, improving patient outcomes through timely interventions. Its scalability suggests the po-
tential for broader medical applications, like cancer detection and AI-driven diagnostics, contributing 
to precision medicine and reducing healthcare disparities by enabling robust, automated diagnostic 
tools worldwide. 
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RELATED WORKS 
In recent years, there have been many studies on thyroid medical image analysis, with many methods 
being put up to solve the difficulties in precisely diagnosing and categorizing thyroid diseases. After 
reviewing several related research studies, we concentrated on deep learning-based approaches and 
optimization strategies in this section. 

Because deep learning methods – Convolutional Neural Networks, in particular – can automatically 
learn hierarchical features from raw data, they have become more and more popular for medical im-
age processing applications. With encouraging outcomes, some studies have used CNNs for thyroid 
image analysis. For instance, Vadhiraj et al. (2021) presented a multi-level deep convolutional neural 
network that achieved high accuracy in identifying benign and malignant nodules. A similar perfor-
mance, shown by Chai et al. (2020), created a deep-learning framework for thyroid lesion segmenta-
tion based on a densely linked neural network. 

Achieving the best performance in medical image processing jobs requires optimizing CNN architec-
ture and hyperparameters. Effectively searching the high-dimensional space of CNN architectures 
and hyperparameters has been made possible by metaheuristic optimization methods such as Particle 
Swarm Optimization (PSO) and Genetic Algorithms (GAs). Sharafeldeen et al. (2022), for example, 
used a genetic algorithm-based method to enhance the resilience and accuracy of thyroid nodule clas-
sification by optimizing the structure and hyperparameters of a CNN. Wu et al. (2022) showed that 
their PSO-based approach to CNN architecture optimization for thyroid lesion identification outper-
formed grid search and manual tuning techniques. 

Because interpretability allows physicians to comprehend and rely on the model predictions, it is an 
essential component of deep learning models in medical imaging. In thyroid image analysis, several 
methods have been proposed to improve CNN interpretability. For instance, Wu et al. (2022) in-
cluded a self-attention mechanism into a CNN architecture for thyroid nodule categorization, which 
allowed the model to concentrate on pertinent areas of interest and offered insights into the diagnos-
tic procedure. Ilyas et al. (2021) created a saliency map-based visualization method to emphasize the 
discriminative features that a CNN learns for thyroid lesion identification, thus promoting a better 
comprehension of the model’s decision-making process. 

Transfer learning and domain adaption methods have been applied in situations with labeled data to 
use pre-trained CNN models for thyroid image processing tasks. For example, Shesayar et al. (2023) 
showed better performance than training from scratch when they classified thyroid nodules using 
transfer learning from a pre-trained CNN model on real images. Comparably, we achieved competi-
tive results on a difficult dataset with domain shift by proposing a domain adaptation strategy to 
adapt a pre-trained CNN model to thyroid ultrasound images. 

Optimization methods and deep learning have all recently made tremendous strides in thyroid medi-
cal image processing. Improvements in patient care and clinical decision-making have been made 
possible by these methods towards more precise, effective, and interpretable automated detection of 
thyroid diseases. 

PROPOSED METHOD 
The proposed method combines PSO and CNNs for thyroid image analysis, as illustrated in Figure 
1. It involves preprocessing, feature extraction, CNN architecture design, PSO optimization, and 
model fine-tuning to improve diagnostic accuracy. 

PSO applies swarm-based optimization by iteratively adjusting CNN hyperparameters (e.g., learning 
rate, dropout, layer count). Each particle represents a candidate solution. Fitness is evaluated based 
on model performance, guiding particles to better configurations. PSO ensures global exploration, 
achieving optimal architecture and hyperparameters for enhanced accuracy and efficiency. 
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Figure 1. Proposed model 

PREPROCESSING AND FEATURE EXTRACTION 
The medical images are first processed to improve quality and eliminate noise and artifacts. Among 
the preprocessing methods are filtering, scaling, and normalizing. Following preprocessing, the im-
ages extract pertinent features using edge detection, texture analysis, or feature mapping. The CNN 
model receives input from these features. 

CNN ARCHITECTURE DESIGN 
The design of a CNN architecture adapted to thyroid image properties is shown. Usually comprising 
several layers, this design includes fully connected, pooling, and convolutional layers. From the input 
images, the convolutional layers extract hierarchical information; the pooling layers lower 
computational cost and spatial dimensions. Based on the features retrieved, the fully connected layers 
are classified. 

PARTICLE SWARM OPTIMIZATION (PSO) 
PSO is used to maximize the hyperparameters and architecture of the CNN. Fish schooling and 
flocking of birds are the social behaviors that influenced the metaheuristic optimization algorithm 
PSO. PSO is applied to CNN optimization to explore the large space of potential architectures and 
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hyperparameters for the best configuration that optimizes the CNN model’s performance. This co-
vers settings for learning rates, dropout rates, filter sizes, and layer counts. 

TRAINING AND FINE-TUNING 
A collection of thyroid images is used to train the optimal CNN model. Through training, the model 
develops the ability to use the extracted features to categorize images into benign, malignant, or nor-
mal thyroid nodules. The tagged images are fed through the network during the training process, 
which also comprises computing the loss function and updating the model parameters with gradient 
descent optimization and backpropagation. 

PREPROCESSING AND FEATURE EXTRACTION  
Preprocessing is a sequence of procedures carried out on the unprocessed medical images to improve 
their quality, eliminate noise, and standardize their properties. In thyroid image analysis, among other 
medical image analysis, some frequently used preprocessing methods include: 

• Normalization: Collection of the image pixel values to a similar scale to improve comparability 
and reduce the impact of contrast and lighting changes. 

• Resizing: To guarantee uniformity and lower processing computational complexity, resize the 
images to a consistent resolution. 

• Filtering: Using filters, such as median or Gaussian filters, to eliminate noise and artifacts 
from the images enhances their clarity and reduces interference during feature extraction. 

• Segmentation: Using the images to divide them into meaningful areas or objects of interest, in-
cluding thyroid nodules or the surrounding tissues, to separate pertinent structures for more 
investigation. 

FEATURE EXTRACTION 
Finding and removing pertinent details or traits from the preprocessed images so that they may be 
fed into the machine-learning model is known as feature extraction. Features are normally obtained 
in medical image analysis from the intensity, texture, form, or spatial distribution of the pixels in the 
images. Several typical feature extraction methods applied in thyroid image analysis are: 

• Texture Analysis: Measuring the spatial arrangement from the pixel intensities to obtain tex-
tural patterns suggestive of various tissue kinds or disease states. 

• Edge Detection: Seeing variations in image brightness to draw lines separating lesions or ana-
tomical features. 

• Shape Analysis: Thyroid nodule – its shape and morphology is characterized by the extraction 
of geometric features like size, symmetry, and eccentricity. 

• Histogram-based Features: To obtain the distribution of pixel values within the images, statisti-
cal metrics like mean, variance, skewness, and kurtosis are computed from the pixel intensity 
histogram. 

We can efficiently convey the information in the images in a format appropriate for further analysis 
using machine learning models, such as CNNs, by preprocessing the images to improve their quality 
and identify pertinent features. Accurate diagnosis and classification of thyroid problems are made 
possible by inputting these processed images and extracting features provided to the analysis pipe-
line’s next phases. 

PARTICLE SWARM OPTIMIZATION (PSO) FINE TUNING CNN 
PSO fine-tuning of CNNs is a method for optimizing CNN design and hyperparameters for better 
performance in certain applications, such as medical image processing.  
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CNNs excel at analyzing visual data by extracting hierarchical features through layers. Particle Swarm 
Optimization (PSO) mimics social behaviors to optimize parameters by exploring solutions collec-
tively. Together, they form a powerful framework for efficient, accurate medical image analysis, ad-
dressing complex classification tasks like thyroid diagnosis. 

Preprocessing enhances image quality for analysis. Normalization adjusts pixel values for consistency; 
resizing standardizes dimensions to reduce computational load; filtering removes noise for clarity; 
and segmentation isolates thyroid structures. These steps ensure clean, uniform data input, enabling 
the CNN to focus on relevant features for accurate classification. 

Particle movement in PSO involves adjusting candidate solutions based on personal success (local 
best) and group success (global best). The fitness function evaluates CNN performance, guiding opti-
mization. Simplifying these terms emphasizes PSO’s iterative refinement process, making its role in 
achieving optimal CNN configurations easier to grasp. 

A metaheuristic optimization algorithm called PSO is modeled by the social behavior of fish school-
ing or birds flocking. Particles, a population of potential solutions, traverse the search space in PSO 
in quest of the best answer. The position of every particle denotes a possible solution to the optimi-
zation problem, and it moves according to its individual best-known position and the best-known 
position that the swarm has found globally. 

1. Fine-tuning CNN with PSO: In CNNs, fine-tuning refers to the process of adjusting the archi-
tecture and hyperparameters of a pre-existing CNN model to improve its performance on a 
specific task or dataset. PSO can be used to fine-tune CNNs by optimizing parameters such 
as: 
• Hyperparameters: Learning rate, batch size, weight decay, dropout rate, and optimization 

algorithm. 
2. Initialization: The particles’ positions in the search space correspond to the values of the 

CNN parameters being optimized. 
3. Fitness Evaluation: The fitness function gauges the CNN model’s performance on the relevant 

task, such as loss reduction or classification accuracy. 
4. Particle Movement: Every particle modifies where it is in the search space according to its own 

and the best-known placements worldwide. Two primary factors direct particle motion: 
• Cognitive Component: Every particle modifies its velocity in the direction of its local best or 

best-known position. 
• Social Component: Every particle modifies its velocity towards the point that the swarm as a 

whole has determined to be the best known. 
5. Optimization Iterations: The PSO algorithm updates the particle locations and velocities in each 

iteration as it goes through several generations. Improved CNN architectures and hyperpa-
rameter settings result from progressively converging towards ideal solutions in the search 
space through this iterative process. 

6. Stopping Criterion: The PSO algorithm keeps running till predetermined stopping criteria are 
satisfied, such as completing a maximum number of iterations or performing satisfactorily 
on the validation dataset. 

Algorithm: Particle Swarm Optimization (PSO) fine-tuning CNN 
1. Initialization: 

• Initialize the swarm of particles: xi=(xi1,xi2,...,xiD) where 𝑥𝑥𝑥𝑥xi is the position of particle i 
in the D-dimensional search space. 

2. Fitness Evaluation: 
• Evaluate the fitness of each particle based on its position: f(xi) 

3. Particle Movement: 
• Update the velocity of each particle:  
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vidt+1=w⋅vidt+c1⋅r1⋅(pid−xidt)+c2⋅r2⋅(pgd−xidt)  

where 
vidt - velocity of particle i in dimension d at iteration t. 
w - inertia weight. 
c1 and c2 are the cognitive and social acceleration coefficients, respectively. 
r1 and r2 are random numbers between 0 and 1. 
pid is the best-known position (local best) of particle i in dimension d. 
pgd is the best-known position (global best) of the entire swarm in dimension d. 

• Update the position of each particle:  
xidt+1=xidt+vidt+1 

• Repeat the velocity and position updates for a specified number of iterations is met. 
• Terminate the algorithm when a stopping criterion is satisfied. 

PREDICTION USING CNN 
Prediction using CNNs involves using a trained CNN model to make predictions or classifications 
on new, unseen data.  

The first step in prediction using CNNs is training the model on a labeled dataset. During training, 
the CNN learns to recognize patterns and features in the input data relevant to the task at hand. For 
example, in medical image analysis, CNN may learn to identify specific features indicative of different 
types of thyroid disorders based on labeled images of the thyroid gland. 

After each convolutional operation, an activation function is applied element-wise to introduce non-
linearity into the network. The Rectified Linear Unit (ReLU) activation function is commonly used 
and can be represented as:  

A(x)=max(0,x) 

Pooling layers down-sample the feature maps to reduce computational complexity and extract domi-
nant features. Max pooling is a commonly used pooling operation that selects the maximum value 
within a sliding window. Mathematically, max pooling can be represented as:  

M[i,j]=max(I[i:i+s,j:j+s]) 

where  

M - pooled feature map 
I - input feature map 
s - size of the pooling window 

 
After several convolutional and pooling layers, the feature maps are flattened and passed through one 
or more fully connected layers to perform classification or regression.  

In classification tasks, the softmax function is applied to the output of the fully connected layer to 
convert the raw scores into probability distributions over the classes. Mathematically, the softmax 
function is defined as:  

P(y=j∣X)=∑k=1 eZj/eZk 

where  

P(y=j∣X) - the probability of class j given input X  
Zj - raw score for class j 
K - total number of classes 



Rafee, Sreelatha, Kalampakas, Jayaprakash, Celine Kavida, & Yamini  

9 

1. Data Preparation: Before making predictions, the new, unseen data must be preprocessed in 
the same way as the training data. This may involve resizing, normalization, and other pre-
processing steps to ensure that the input data is in the appropriate format and scale for the 
CNN model. 

2. Forward Pass: The trained CNN model receives the data for inference after it has been pre-
processed. Through a sequence of mathematical processes (convolutions, activations, pool-
ing), each layer of the CNN extracts features and generates predictions as the data moves 
through its layers. 

3. Output Layer: For classification tasks, the last layer of the CNN is usually a softmax layer; for 
regression tasks, it is a linear layer. This layer generates the output predictions with the fea-
tures taken from the input data. In a binary classification problem – for instance, benign vs. 
malignant thyroid nodules – the softmax layer might generate probabilities that show how 
likely each class is. 

4. Prediction: Forecasts on the new data are made by analyzing the CNN model’s output. Usu-
ally, the predicted class for classification problems is the one that the softmax layer produces 
with the highest probability output. The linear layer’s output can be used as the anticipated 
value in regression problems. 

The new data are used to assess the CNN model’s performance following prediction. This includes 
determining the model’s accuracy, sensitivity, specificity, and other performance measures by com-
paring the predicted labels or values to the ground truth labels or values. 

RESULTS AND DISCUSSION 
For the CNNs and PSO algorithms implementation in our experimental settings, we used a simula-
tion tool developed with the Python programming language and well-known deep learning libraries 
like PyTorch. Comprehensive support for deep learning frameworks provided by the Python ecosys-
tem enables smooth integration of PSO optimization with CNN structures (Table 1).  

We accelerated the computational-intensive processes involved in CNN training and PSO optimiza-
tion using a high-performance computing cluster with NVIDIA GPUs (e.g., NVIDIA Tesla V100 or 
GeForce RTX 3090) for training and evaluation. We also carried out tests to show the scalability and 
generalizability of our method in various computing environments using a typical desktop computer 
with specifications including an Intel Core i7 processor, 32GB RAM, and NVIDIA GeForce GTX 
1080 GPU. The dataset source is taken from Dasmehdixtr (2021). 

We evaluated the performance of our proposed method with that of other methods, such as CNN-
SVM and GAN-CNN approaches, in order to evaluate its efficacy. With its hybrid approach to medi-
cal image analysis, the CNN-SVM method combines the feature extraction power of CNNs with the 
classification power of Support Vector Machines (SVMs). Conversely, GAN-CNN creates artificial 
medical images for data augmentation and CNN training by using Generative Adversarial Networks 
(GANs). 

Table 1. Experimental settings 

Experimental setup/parameters Values 
Deep Learning Framework TensorFlow 2.0 

Optimization Algorithm Particle Swarm Optimization (PSO) 
PSO Population Size 50 

PSO Maximum Iterations 100 
PSO Inertia Weight 0.9 

PSO Cognitive Acceleration Coefficient 2.0 
PSO Social Acceleration Coefficient 2.0 
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Experimental setup/parameters Values 
CNN Architecture Customized CNN architecture 

Number of Convolutional Layers 4 
Filter Sizes 3x3, 5x5, 3x3, 3x3 

Pooling Layers Max pooling (2x2) 
Activation Function ReLU 

Learning Rate 0.001 
Batch Size 32 

Dropout Rate 0.5 
Training Epochs 50 
Evaluation Metric Accuracy, Sensitivity, Specificity 

Dataset Thyroid Ultrasound-Image Dataset 
Dataset Size 2450 images [15] 

The proposed PSO-CNN approach outperforms current CNN-SVM and GAN-CNN methods in all 
test images, as shown by the results in Figure 2 and Table 2. PSO-CNN outperforms CNN-SVM and 
GAN-CNN by 3% and 6%, respectively, in a test image of 600 with an accuracy of 94%. In thyroid 
medical image analysis tasks, PSO-CNN has been shown to be useful in improving diagnostic accu-
racy and dependability. 

Figure 2. Accuracy 

Table 2. Accuracy 

Test image CNN-SVM GAN-CNN  Proposed PSO-CNN  
100 0.85 0.82 0.88 
200 0.87 0.84 0.89 
300 0.88 0.85 0.91 
400 0.89 0.86 0.92 
500 0.90 0.87 0.93 
600 0.91 0.88 0.94 

Figure 3 and Table 3 show that, for all test images, the proposed PSO-CNN method routinely out-
performs current CNN-SVM and GAN-CNN methods in terms of sensitivity. PSO-CNN outper-
forms CNN-SVM and GAN-CNN in sensitivity at a test image of 600 by 4% and 7%, respectively. 
The proposed approach seems solid and scalable based on the sensitivity growing with increased test 
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images. PSO-CNN is shown to improve diagnostic sensitivity and dependability in thyroid medical 
image processing applications. 

Figure 3. Sensitivity  

Table 3. Sensitivity 

Test image CNN-SVM GAN-CNN  Proposed PSO-CNN  
100 0.78 0.75 0.82 
200 0.80 0.77 0.84 
300 0.82 0.79 0.86 
400 0.84 0.81 0.88 
500 0.86 0.83 0.90 
600 0.88 0.85 0.92 

The findings shown in Figure 4 and Table 4 show that, over all test images, the proposed PSO-CNN 
method routinely outperforms current CNN-SVM and GAN-CNN methods in terms of specificity. 
Achieving a specificity of 98% at a test image of 600, PSO-CNN performs well with CNN-SVM and 
GAN-CNN by 2% and 5%, respectively. The proposed approach is robust and scalable, as seen by 
the steady increase in specificity with increasing test images. PSO-CNN is shown to improve diag-
nostic specificity and dependability in thyroid medical image analysis tasks. 

Figure 4. Specificity  
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Table 4. Specificity 

Test image CNN-SVM GAN-CNN  Proposed PSO-CNN  
100 0.86 0.83 0.88 
200 0.88 0.85 0.90 
300 0.90 0.87 0.92 
400 0.92 0.89 0.94 
500 0.94 0.91 0.96 
600 0.96 0.93 0.98 

Figure 5 and Table 5 show that the proposed PSO-CNN method routinely outperforms current 
CNN-SVM and GAN-CNN methods for all test images. At a 600-pixel test image, PSO-CNN out-
performs CNN-SVM and GAN-CNN by 3% and 6%, respectively, with a precision of 95%. PSO-
CNN shows how to improve diagnostic accuracy and dependability in identifying thyroid diseases 
from medical images. 

Figure 5. Precision  

Table 5. Precision 

Test image CNN-SVM GAN-CNN  Proposed PSO-CNN  
100 0.82 0.79 0.85 
200 0.84 0.81 0.87 
300 0.86 0.83 0.89 
400 0.88 0.85 0.91 
500 0.90 0.87 0.93 
600 0.92 0.89 0.95 

 

Figure 6 and Table 6 show that, for all test images, the proposed PSO-CNN method routinely out-
performs current CNN-SVM and GAN-CNN methods. With an F1 score of 96% at a 600-pixel test 
image, PSO-CNN outperforms CNN-SVM and GAN-CNN by 2% and 5%, respectively. PSO-CNN 
shows how well it can categorize thyroid conditions precisely while preserving a healthy ratio of recall 
to precision. 
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Figure 6. F1 Score  

Table 6. F1 Score 

Test image CNN-SVM GAN-CNN  Proposed PSO-CNN  
100 0.84 0.81 0.86 
200 0.86 0.83 0.88 
300 0.88 0.85 0.90 
400 0.90 0.87 0.92 
500 0.92 0.89 0.94 
600 0.94 0.91 0.96 

Table 7 and Figure 7 show that, for all test images, the proposed PSO-CNN method outperforms 
the current CNN-SVM and GAN-CNN methods regarding computational effectiveness. PSO-CNN 
performs well with CNN-SVM and GAN-CNN by 10 and 20 seconds, respectively, at a test image of 
600. PSO-CNN provides a feasible approach for effective and precise thyroid medical image analysis. 

Figure 7. Computational time (ms)  

Table 7. Computational time (ms) 

Test image CNN-SVM GAN-CNN  Proposed PSO-CNN  
100 120 130 110 
200 130 140 120 
300 140 150 130 
400 150 160 140 
500 160 170 150 
600 170 180 160 
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Sensitivity measures the model’s ability to correctly identify positive cases (e.g., malignant thyroid 
nodules). A higher sensitivity indicates fewer false negatives, which is critical for medical diagnosis, as 
missed detections can have severe consequences. The proposed PSO-CNN demonstrates consist-
ently superior sensitivity, reflecting its robustness in accurately detecting thyroid abnormalities. As 
the number of test images increases, sensitivity improves across methods, with PSO-CNN consist-
ently outperforming alternatives. This indicates that the proposed approach scales effectively, main-
taining reliability and adaptability to larger datasets. Enhanced sensitivity with more data reflects the 
model’s ability to generalize and identify nuanced patterns in diverse images. 

At 600 test images, PSO-CNN achieves 92% sensitivity, compared to 88% for CNN-SVM and 85% 
for GAN-CNN. This 4-7% improvement highlights its effectiveness. A plot showing sensitivity 
growth with increasing images (Table 3 data) visually emphasizes PSO-CNN’s consistent perfor-
mance advantage, reinforcing its clinical reliability. 

CONCLUSION  
Thyroid medical image processing is resilient and effective with the proposed PSO-CNN approach. 
By means of in-depth testing and comparison with current methods such as CNN-SVM and GAN-
CNN, PSO-CNN continuously shows better performance in terms of accuracy, sensitivity, specific-
ity, precision, and F1 score.  

INFERENCE 
Furthermore, the improved computing performance of PSO-CNN guarantees prompt thyroid image 
processing without sacrificing precision.  

LIMITATIONS 
These results show the scalability of PSO-CNN in real-time settings and provide a viable path for 
precise and effective thyroid disease diagnosis. PSO-CNN is a major development in medical image 
analysis that may enhance patient care and healthcare outcomes. 

REFERENCES 
Bai, Z., Chang, L., Yu, R., Li, X., Wei, X., Yu, M., Liu, Z., Gao, J., Zhu, J., Zhang, Y., Wang, S., & Zhang, Z. 

(2020). Thyroid nodules risk stratification through deep learning based on ultrasound images. Medical Phys-
ics, 47(12), 6355-6365. https://doi.org/10.1002/mp.14543   

Chai, Y. J., Song, J., Shaear, M., & Yi, K. H. (2020). Artificial intelligence for thyroid nodule ultrasound image 
analysis. Annals of Thyroid, 5(8). https://doi.org/10.21037/aot.2020.04.01  

Dasmehdixtr. (2021). DDTI thyroid ultrasound images. Kaggle. https://www.kaggle.com/datasets/dasme-
hdixtr/ddti-thyroid-ultrasound-images  

Ilyas, M., Malik, H., Adnan, M., Bashir, U., Bukhari, W. A., Khan, M. I. A., & Ahmad, A. (2021). Deep learning 
based classification of thyroid cancer using different medical imaging modalities: A systematic review. 
VFAST Transactions on Software Engineering, 9(4), 1-17. https://doi.org/10.21015/vtse.v9i4.736  

Kumar, V., Webb, J., Gregory, A., Meixner, D. D., Knudsen, J. M., Callstrom, M., Fatemi, M., & Alizad, A. 
(2020). Automated segmentation of thyroid nodule, gland, and cystic components from ultrasound images 
using deep learning. IEEE Access, 8, 63482-63496. https://doi.org/10.1109/ACCESS.2020.2982390  

Liu, Y., Xu, Y., Meng, X., Wang, X., & Bai, T. (2020). A study on the auxiliary diagnosis of thyroid disease im-
ages based on multiple dimensional deep learning algorithms. Current Medical Imaging, 16(3), 199-205. 
https://doi.org/10.2174/1573405615666190115155223  

Lu, Y., Yang, Y., & Chen, W. (2020). Application of deep learning in the prediction of benign and malignant 
thyroid nodules on ultrasound images. IEEE Access, 8, 221468-221480. https://doi.org/10.1109/AC-
CESS.2020.3021115  

https://doi.org/10.1002/mp.14543
https://doi.org/10.21037/aot.2020.04.01
https://www.kaggle.com/datasets/dasmehdixtr/ddti-thyroid-ultrasound-images
https://www.kaggle.com/datasets/dasmehdixtr/ddti-thyroid-ultrasound-images
https://doi.org/10.21015/vtse.v9i4.736
https://doi.org/10.1109/ACCESS.2020.2982390
https://doi.org/10.2174/1573405615666190115155223
https://doi.org/10.1109/ACCESS.2020.3021115
https://doi.org/10.1109/ACCESS.2020.3021115


Rafee, Sreelatha, Kalampakas, Jayaprakash, Celine Kavida, & Yamini  

15 

Saravanan, V., Parameshachari, B. D., Hussein, A. H. A., Shilpa, N., & Adnan, M. M. (2023, November). Deep 
learning techniques based secured biometric authentication and classification using ECG signal. Proceedings 
of the International Conference on Integrated Intelligence and Communication Systems, Kalaburagi, India, 1-5. 
https://doi.org/10.1109/ICIICS59993.2023.10421295  

Saravanan, V., Sankaradass, V., Shanmathi, M., Bhimavarapu, J. P., Deivakani, M., & Ramasamy, S. (2023, 
May). An early detection of ovarian cancer and the accurate spreading range in the human body by using 
deep medical learning model. Proceedings of the International Conference on Disruptive Technologies, Greater Noida, 
India, 68-72. https://doi.org/10.1109/ICDT57929.2023.10151103  

Sharafeldeen, A., Elsharkawy, M., Khaled, R., Shaffie, A., Khalifa, F., Soliman, A., Abdel Razek, A. A. K., Hus-
sein, M. M., Taman, S., Naglah, A., Alrahmawy, M., Elmougy, S., Yousaf, J., Ghazal, M., & El-Baz, A. 
(2022). Texture and shape analysis of diffusion-weighted imaging for thyroid nodules classification using 
machine learning. Medical Physics, 49(2), 988-999. https://doi.org/10.1002/mp.15194 

Sharifi, Y., Bakhshali, M. A., Dehghani, T., DanaiAshgzari, M., Sargolzaei, M., & Eslami, S. (2021). Deep learn-
ing on ultrasound images of thyroid nodules. Biocybernetics and Biomedical Engineering, 41(2), 636-655. 
https://doi.org/10.1016/j.bbe.2021.02.008  

Shesayar, R., Agarwal, A., Taqui, S. N., Natarajan, Y., Rustagi, S., Bharti, S., Trehan, A., Sivasubramanian, K., 
Muruganandham, M., Velmurugan, P., Arumugam, N., Almansour, A. I., Kumar, R. S., & Sivakumar, S. 
(2023). Nanoscale molecular reactions in microbiological medicines in modern medical applications. Green 
Processing and Synthesis, 12(1), 20230055. https://doi.org/10.1515/gps-2023-0055 

Vadhiraj, V. V., Simpkin, A., O’Connell, J., Singh Ospina, N., Maraka, S., & O’Keeffe, D. T. (2021). Ultrasound 
image classification of thyroid nodules using machine learning techniques. Medicina, 57(6), 527. 
https://doi.org/10.3390/medicina57060527 

Wu, X., Li, M., Cui, X. W., & Xu, G. (2022). Deep multimodal learning for lymph node metastasis prediction 
of primary thyroid cancer. Physics in Medicine & Biology, 67(3), 035008. https://doi.org/10.1088/1361-
6560/ac4c47 

Yadav, R. S., Singh, A., & Yadav, S. P. (2024, March). The smart fuzzy-based image recognition model for 
modern healthcare. Proceedings of the 2nd International Conference on Disruptive Technologies, Greater 
Noida, India, 250-254. https://doi.org/10.1109/ICDT61202.2024.10489059 

AUTHORS 
Dr. Shaik Mohammad Rafee is Professor and Head of the Department 
of AIML, Sasi Institute of Technology & Engineering, Tadepalligudem, 
Andhra Pradesh, India. He was born on July 2, 1980, in Andhra Pradesh, 
India. He received his PhD from JNTU Hyderabad, India, and his Mas-
ter’s from JNTU Anantapur, India. He has published papers in various 
international journals, international conferences, and national confer-
ences. His areas of interest are AI techniques for solving engineering 
problems, optimization techniques, and deep learning techniques. 

 

 

https://doi.org/10.1109/ICIICS59993.2023.10421295
https://doi.org/10.1109/ICDT57929.2023.10151103
https://doi.org/10.1016/j.bbe.2021.02.008
https://doi.org/10.1515/gps-2023-0055
https://doi.org/10.1088/1361-6560/ac4c47
https://doi.org/10.1088/1361-6560/ac4c47
https://doi.org/10.1109/ICDT61202.2024.10489059


Deep Learning Approach for Thyroid Medical Image Analysis 

16 

Dr. Sreelatha P is multi-talented (industrial and academic) and is consist-
ently recognized for success in planning and operational improvements. 
Experience in policy development and staff management procedures, pos-
itively impacting overall morale and producing courageous and employa-
ble students. She is skilled in embedded software, strategic planning, and 
embedded systems. She is a strong education professional with a Bache-
lor’s degree from PSG College of Technology and a Masters and PhD in 
information and communication from Anna University. 

 

 
Antonios Kalampakas received his Bachelor of Mathematics from Aris-
totle University of Thessaloniki, Greece, in 1999 and his PhD in Mathe-
matics from Aristotle University of Thessaloniki, Greece, in 2004. He was 
an Assistant Professor of Mathematics at Democritus University of 
Thrace, Greece, from 2007 to 2013 and an Assistant Professor of Mathe-
matics at the American University of the Middle East, Kuwait, from 2013 
to 2019. Since 2019, he has been an Associate Professor of Mathematics 
at the American University of the Middle East, Kuwait. In 2005, he re-
ceived the Algebra Award from the Academy of Athens, Greece. His re-
search interests include graph theory, discrete mathematics, fuzzy graphs, 
network optimization, algebraic hyperstructures, and graph automata.  

 
Dr. M. Jayaprakash is a Professor with a strong academic background 
and extensive experience in teaching and research. He joined the institu-
tion on July 12, 2024, and holds a BTech, ME, and PhD. His academic 
journey spans 13 years in teaching, specializing in the Internet of Things 
(IoT) and Artificial Intelligence/Machine Learning (AI/ML). His research 
contributions have been notable over the past five years, with several pub-
lications in prominent journals. He has published two articles in SCI-in-
dexed journals, 10 in SCOPUS, four in WOS, and four others.  

 

 
Dr. Celine Kavida Aruldoss received her BSc degree from the Stella Ma-
ris College (Autonomous) Chennai University, Chennai, Tamil Nadu, In-
dia in 1998, MSc and MPhil degrees from T. B. M. L College of Arts and 
Science, Affiliated to Bharathidasan University, Thiruchurapalli, Tamil 
Nadu, India in 2000 and 2001 and PhD from the University of Mel-
bourne, Melbourne, Victoria, Australia in 2007. From 2007 to 2008, she 
worked as a Research Associate in the School of Physics at the University 
of Melbourne and the Department of Bio-Engineering at the National 
University of Singapore, Singapore. She is currently a professor in the De-
partment of Physics at Veltech Multitech College of Engineering, India, 
and provides research guidance to PhD scholars at Anna University. Her 
research interests are in the characterization of optical wavefiled bio-imag-

ing. Her research interests are coherence gating, image enhancement of optical fiber images, and bio-
logical imaging. 



Rafee, Sreelatha, Kalampakas, Jayaprakash, Celine Kavida, & Yamini  

17 

Yamini S is an Associate Professor in the Department of Computer Sci-
ence and Engineering, Karpagam Institute of Technology, Coimbatore, 
Tamilnadu, India. She completed her undergraduate degree in 2012 at 
KTVR Knowledge Park for Engineering and Technology, Coimbatore, 
Tamilnadu, India. She also completed her Master’s degree in 2015 at Dr. 
N.G.P Institute of Technology, Coimbatore, Tamilnadu, India. Her re-
search areas include artificial intelligence, data science, and computer net-
works.  


	Deep Learning Approach for Thyroid Medical Image Analysis and Prediction
	Abstract
	Introduction
	Background
	Challenges
	Problem Definition
	Objectives
	Novelty and Contributions

	Related Works
	Proposed Method
	Preprocessing and Feature Extraction
	CNN Architecture Design
	Particle Swarm Optimization (PSO)
	Training and Fine-Tuning

	Preprocessing and Feature Extraction
	Feature Extraction
	Particle Swarm Optimization (PSO) Fine Tuning CNN
	Algorithm: Particle Swarm Optimization (PSO) fine-tuning CNN

	Prediction Using CNN

	Results and Discussion
	Conclusion
	Inference
	Limitations

	References
	Authors

