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Abstract 
Although relevance has represented a key concept in the field of information science for evaluating information retrieval effectiveness, the broader 
context established by interdisciplinary frameworks could provide greater depth and breadth to on-going research in the field. This work provides an 
overview of the nature of relevance in the field of information science with a cursory view of how cross-disciplinary approaches to relevance could 
represent avenues for further investigation into the evaluative characteristics of relevance as a means for enhanced understanding of human infor-
mation behavior. 

Keywords: relevance, information science, information retrieval, information evaluation, degrees of relevance 

Introduction 
Relevance from a historical perspective has grown and ex-
panded into a variety of interdisciplinary scholarly environ-
ments as an extension of thematic precedents evolving mainly 
from philosophical underpinnings. There are many variations 
on the concept of “relativism” as initially portrayed by the 
Greek philosophers, Protagorus and Gorgias, and later em-
bedded into more modern movements espoused by William 
James and John Dewey. Most of these frameworks generally 
describe a theme that teaches us that what is known is de-
pendent on the knowing subject (O’Neill, 1960). 

The seminal work of Alfred Schutz is one of the best exam-
ples of a paradigmatic shift from philosophical discussions of 
relativism toward the social theory aspects of relevance. Al-
though first printed in 1932, its value as a theoretical frame-
work for relevance was not evident until the publication of his 
translated collected works in the 1960s and the eventual com-
pilation of previously unpublished papers and lectures under 
the title Reflections on the Problem of Relevance (Schutz, 
1970). Schutz’s tripartite conceptualization of relevance into 
topical, interpretive and motivational relevance provided an 
approach for investigating the nature, manifestations and ef-
fects of this selective function of the mind.  

Information Science Research:  
Information Retrieval 

Also during the 1960s, a movement emerged that identified 
relevance as an evaluative tool for resolving problems associ-
ated with measuring the effectiveness of automated informa-
tion systems. Various definitions of relevance, including the 
following, set the tone for ongoing research in the field of 
information science: 

• a measure of information conveyed by a document rela-
tive to a query (Goffman, 1964). 

• the criterion used to quantify the phenomenon involved 
when individuals (users) judge the relationship, utility, 
importance, degree of match, fit, proximity, appropriate-
ness, closeness, pertinence, value or bearing of docu-
ments or document representations to an information re-
quirement, need, question, statement, description of re-
search, treatment, etc. (Rees, 1966) 

These, and other early definitions, generated further explora-
tions of relevance as a theoretical concept in information sci-
ence, while other disciplines pursued relevance from differing 
perspectives.  

For 30 years there has been no practical substitute for the con-
cept of relevance as a criterion measure for quantifying the 
effectiveness of information retrieval (IR) systems (Rees, 
1966). The fuzziness surrounding the nature of relevance has 
led to confusion in identifying appropriate criteria, measures, 
measuring instruments and methodology. In the context of a 
user’s interaction with an IR system, “relevance is a psycho-
logical predicate that describes his acceptance or rejection of a 
relation between the meaning or content of a document and 
meaning or content of a question” (Taube, 1965). It is the rela-
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tionship, not the acceptance or rejection, that most studies 
have ignored. Saracevic (1975) and Schamber, Eisenberg and 
Nilan (1990) focused attention on “why” users accepted or 
rejected, instead of looking at the relationships of meanings. 
When relevance is represented, it is not a fine absolute judg-
ment; it is in terms of comparative and gross absolute judg-
ments. It is these intuitions of relevance that must be ac-
counted for, not the simple presence or absence of relevance, 
but the degrees of relevance (Sperber & Wilson, 1986). 

This approach to relevance as relativism is not to be 
equated with ambiguity. “A person chooses for himself that 
alternative in a dichotomized construct through which he 
anticipates the greater possibility for extension and defini-
tion of his system” (Kelly, 1955). While the construct of 
black versus white is composed of mutually exclusive al-
ternatives (just as relevant versus irrelevant is so com-
posed), this does not preclude the use of the construct in a 
relativistic manner. Thus more grayness versus less gray-
ness as a further abstraction of the construct black versus 
white is equivalent to partially relevant versus partially not 
relevant in relation to the construct of relevant versus ir-
relevant (not relevant). One value derived from accepting 
this relativistic approach to regions of relevance may help 
to differentiate experts from novices in their approach to 
resolving information needs. Experts can relatively easily 
integrate and organize new information by filling gaps in 
their knowledge when provided with partial or even dis-
torted information (Sternberg, 1996). Novices, however, 
when presented with partially relevant information may not 
be able to fill in such gaps, and may actually change their 
understanding of their problem and/or change their prob-
lem definition (Spink & Greisdorf, 1997; Spink, Greisdorf 
& Bateman, 1998). 

This concept of degrees of relevance is certainly not new to 
the literature. Hillman (1964) in agreement with earlier 
statements of Bar-Hillel (1958) stated that degrees of rele-
vance must be considered in defining a weaker notion of 
relatedness in terms of documents, queries and index terms. 
That same discussion had Fairthorne (1958) bothered with 
the possibility of denying what he called the “excluded 
middle.” Wilson (1973) took the same issue a step further 
in his discussion of situational relevance by admitting the 
desirability of recognizing degrees of relevance, but leav-
ing it to others to identify how it should be measured. Wal-
lis and Thom (1996) also agree that not only is it necessary 
to retrieve all relevant or partially relevant material, but 
that degrees of relevance are not a simple thing to express. 

The argument stressing the importance and understanding of 
degrees of relevance is not without critics. Cooper (1971) 
provides an elaborate definition of relevance which “admits to 

no degrees of relevance;” while Tiamyu and Ajiferuke (1988) 
take a holistic approach and argue the concept of total rele-
vance. These denials to the existence of degrees or regions of 
relevance, however, have been minimal. Those who admit to 
such regions of relevance without specifically stating them 
further perpetuate this discussion. O’Connor (1967) calls for a 
definite distinction by stating that “documents retrieved to 
satisfy a clearly formulated request should be kept separate 
from additional documents volunteered as a result of reading 
between the lines of a request.”  

In one of the well-cited studies in the field of information sci-
ence, Saracevic, Kantor, Chamis and Trivison (1988) actually 
posed a definition for this middle region in the relevance de-
bate. They indicate “partially relevant” as any document con-
sidered only somewhat, or in some part, related to the ques-
tion or to any part of the question. Pao (1993) and Su (1994) 
also used a relevant, partially relevant, and not relevant meth-
odology. In most cases, however, even though users and/or 
judges were able to conceptualize a meaningful difference 
between relevant and partially relevant documents, the ex-
perimental results were combined, collapsed, or grouped into 
a single category of “relevant” for the purpose of analysis. 

Schamber (1994) identifies that information scientists have 
failed to reach consensus in answering “how” relevance 
judgments should be measured, and that dilemma is made 
perfectly clear by looking at a variety of studies in the field. 
Foskett (1972) said relevance is impossible to quantify, yet 
Goffman (1964) contributed an elaborate formulation entitled 
“on relevance as a measure.” Eisenberg (1988) thought mag-
nitude estimation was the answer. Park (1993) thought de-
grees of relevance encompassed a wide range requiring no a 
priori definition of relevance. Howard (1994) utilized a 13-
point relevance scale and Gluck (1996) used both five-
category and two-category relevance scales. Brooks (1997) 
created a horizontal semantic distance in multidimensional 
space to identify what he described as the “relevance aura,” 
while Mizzaro (1998) sought to measure relevance along four 
dimensions. 

The measurement problem persists and a workable unifying 
framework is needed to bring future work in relevance re-
search into an arena where all participants are on solid 
ground. The answer may lie in distinguishing the true meas-
urement of separation between relevance and irrelevance. 
With rare exception, however, human judgment and decision 
behavior has been found to be sub-optimal consisting of large 
differences in the way people make judgments and decisions. 
Most researchers, however, do not perform analyses on ag-
gregated data because they believe that the patterns present in 
aggregated data are poor characterizations of any of the indi-
viduals studied (Milech & Finucane, 1998).  
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With so much attention directed at the nature, manifestations 
and effects of individual user interactions with IR systems, 
there has been a tendency to miss concepts related to group 
interactions as a whole. In the area of relevance studies, most 
of the focus has centered on the identification of user attrib-
utes and criteria for evaluating items retrieved from an IR 
system (e.g. Barry and Schamber, 1998). In addition, the 
search for just the right balance of cognitively influenced as-
pects that define a user’s ability to make relevance judgments 
has been approached from a variety of directions without 
much success in unifying the theoretical concepts associated 
with relevance, including cognitive modeling (Daniels, 1986; 
Belkin, 1990; Ellis, 1992; Harter, 1992; Ingwersen, 1996) 
satisfaction (Gluck, 1996; Thong & Yap, 1996), value (Su, 
1998), task (Allen, 1996; Belkin et. al., 1990), utility (Bates, 
1996), pertinence (Kemp, 1974; Howard, 1994), and situation 
(Wilson, 1973). 

When Caudra and Katter (1967) identify relevance as a 
“black box” and Janes (1994) perpetuates that notion with 
the “big black question mark,” it becomes apparent that 
any approach to IR evaluation that encompasses the con-
cept of relevance may necessitate dealing with a variety of 
overlaps, interactions and contradictions that will tend to 
confound attempts at explaining individual relevance be-
havior.  

Integral with the evaluation problem is an examination of 
relevance judgment frequency distributions. Several stud-
ies, while seeking to explore different aspects of relevance, 
provided data that yielded distributions of relevance judg-
ments that displayed certain unique bi-modal characteris-
tics. Work by Rees and Schultz (1967), Saracevic (1969) 
and Janes (1991) all found similar distributions with a high 
number of judgments at each extreme (not rele-
vant/relevant) and a scattering of judgments in lesser num-
bers in the middle of the distribution. This characteristic 
nature of relevance judgment distributions was summarized 
by Janes (1993), but stopped short with a conclusion that 
this phenomenon may only be a statistical artifact. Consid-
ering that this bi-modality of relevance frequency distribu-
tions can only occur in the absence of strictly dichotomous 
judgments (relevant vs. not relevant), clarification as to the 
nature of the middle range of these judgments needs 
validation if these distributions are not just artifacts in the 
relevance judging process.  

Spink and Greisdorf (1997) provided further evidence for the 
existence of the middle range that plays an important role for 
users in their early stages of seeking information on a particu-
lar problem and in creating changes in the user’s information 
problem or question during the information seeking process. 
The middle range of relevance was expanded by Spink, 
Greisdorf and Bateman (1998a) in a three-dimensional spatial 

model of relevance that defines the manifestations of this 
middle region as consisting of partially relevant and partially 
not relevant judgments. Additional support for the nature of 
relevance frequency distributions is provided by Spink, Bate-
man and Greisdorf (1998b) in an investigation of successive 
searching behavior with evidence that search episodes early in 
the information seeking process contribute more partially 
relevant judgments than in later searches on the same prob-
lem. Further work investigating the middle regions of partial 
relevance has produced a taxonomy of end-user descriptions 
of partially relevant and partially not relevant judgments that 
identifies the middle regions of relevance as a dimension that 
consists of combinations of both positive and negative levels 
of relevance (Greisdorf & Spink, 1999; Spink & Greisdorf, 
forthcoming).  

Other Interdisciplinary Approaches  
to Relevance 

From perspectives in reasoning, necessity and logic, the work 
of Piaget surrounding genetic psychology and epistemology 
also provides a conceptual treatment of relevance. For Piaget, 
the logical concept of relevance introduces an important 
bridge between meaning and implication (Overton, 1990). In 
that context, relevance is a condition used to distinguish a 
genuine implication between antecedent and consequence 
from a weaker form of relationship. From this logical episte-
mological approach to relevance, implications for investiga-
tion in communication and cognitive arenas become evident. 

The work of Sperber and Wilson (1986) provides a detailed 
approach to the study of human communication based on the 
fundamental idea that communicated information comes with 
a guarantee of relevance. With Sperber and Wilson’s defini-
tions of relevance, prior underpinnings from philosophy, psy-
chology, logic and information science begin to emerge as a 
synthesis of meaning and understanding for this enigmatic, 
yet important, concept. Three key points are made that in-
clude: 

• Relevance is a relation between an assumption and a con-
text; 

• Relevance is a matter of degree; 
• Relevance can be represented in terms of comparative 

judgments and gross absolute judgments. 

Considering that communication implies discourse, concep-
tual frameworks in that realm also help to expand the field of 
investigation surrounding relevance. As a model of cognition 
for accessibility to information Morrow and Greenspan (1989) 
state that relevance arises from the interplay between perspec-
tive, topic and focus at both global and local levels of dis-
course and that perceived relevance is derived from the com-
prehension achieved during such interplay at various levels. 
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This ongoing conceptualization of relevance across interdisci-
plinary boundaries continues to emerge, refine itself, and 
point to a variety of models and frameworks that recognize 
relevance as an important variable in relation to human infor-
mation behavior. Representing this cursory overview on the 
importance of relevance across interdisciplinary bounds is, by 
no means, an exhaustive approach to this subject. Further re-
search will uncover relevance as the underlying framework in 
a variety of theoretical approaches such as alternative reliable 
process theory (Goldman, 1986), adaptation level theory (Hel-
son, 1971), Anderson and Belnap’s entailment logic (Ricco, 
1986), analogical argument (Copi, 1982) and implications for 
linguistic semantics (Carston & Uchida, 1997). These are but 
a few examples of how relevance perspectives have emerged 
across a variety of scholarly disciplines in an attempt to de-
scribe, explain and predict a concept that engenders more than 
a simple dichotomy of choice.  

By recognizing the value of these diverse interdisciplinary 
perspectives, identifying their common denominators, and 
synthesizing higher order frameworks for ongoing investiga-
tion can provide greater depth and breadth for relevance the-
ory, and its value for enhancing theoretical approaches in in-
formation science, philosophy, logic, epistemology, psychol-
ogy, communication and cognition. 
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